Programming and Post-Estimation

- Bootstrapping
. Monte Carlo
. Post-Estimation Simulation (Clarify)

. Extending Clarify to Other Models
— Censored Probit Example



What Is Bootstrapping?

- A computer-simulated nonparametric technigue for
making inferences about a population parameter
based on sample statistics.

- If the sample Is a good approximation of the
population, the sampling distribution of interest can

be estimated by generating a large number of new
samples from the original.

- Useful when no analytic formula for the sampling
distribution is available.



Howdo I doit? - Jc? Sbe)- &2 sbe)ref 1(s- 1)

b=1

Obtain a Sample from the population of interest. Call this x
= (Xq, Xo, «ev y X))

Re-sample based on x by randomly sampling with
replacement from it.

Generate many such samples, xt, X4, ..., x® — each of length
n.

Estimate the desired parameter in each sample, s(x1), s(x?),
.o.y S(XB).

For instance the bootstrap estimate of the standard error Is
the standard deviation of the bootstrap replications.



Example: Standard Error of a Sample Mean

Canned In Stata

ﬁlntercooled Stata 8.2
File Edit Prefs Data Graphics Statistics User  Window Help
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uze "l:hgeneral\PRISH Programminc
zum mpag
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Example: Standard Error of a Sample Mean

Canned In Stata

ﬁlntercooled Stata 8.2

File Edit Prefs Data Graphics
== =| o =8
= Revi x
uze "l:hgeneral\PRISH Programminc

UM mpg
bootstrap Vsum mpg' fimean), reps(1
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Example: Difference of Medians Test

ﬁlntercooled Stata 8.2
File Edit Prefs Data Graphics

Statistics  User  Wwindow Help
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uze "l:hgeneral\PRISH Programminc
UM mpg
bootstrap 'sum mpg'’ fimean), reps(1
do "C:ADOCURE ~18ADMIMI~14 L0 T
bootstrap Umypmedian’ [diff], reps(100
sum length, detail
reture list
sum length, detail
reture list
sum length, detail
return list
sum length, detail
return list
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Target: Command “Window
rake
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rep7a
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turn
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Example: Difference of Medians Test

Intercooled Stata 8.2

1ol <]

File Edit Prefs Data Graphics Statistice User  Window Help

SACINETRSECLE T B8 stata Do-file Editor =101 x|
=

File |

uze "l:hgeneral\PRISH Programminc
UM mpg
bootstrap 'sum mpg'’ fimean), reps(1

Open do-file
do "C:ADOCURME ~18ADINI~14L01

bootstrap 'myrnedian' Mdiff], reps(100 Look, _ir‘|: I"{_:}] FPRISHM Prﬂgramming j s EF '

sum length, detail
reture list
sum length, detail
reture list
sum length, detail
return list
sum length, detail
return list

T arget: Command “Window

make =
price [
mpg
rep7a
headroom

trurk . & File name: Imymedian.du:u j Open
2

wizight
Cancel |

length
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Example: Difference of Medians Test

:"-I-.!. mymedian.do - Stata Do-file Editor -0l =]

File Edit Search Tools

(e &) s om(®| (=)0

program mymedian, rcoclass
quietly summarg th, detail
return scalarrﬁr= rip50)
quietly swmmarize displacement, detail

return scalar = r(p50)
return sScalar diff = return(mwedianl)] - returnimedians)

end

|Line niuniber: 1 =




Example: Difference of Medians Test

ﬁlntercooled Stata 8.2

File Edit Prefs Data Graphics
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ageneral\PRISH Programming

use
do "C:ADOCURE ~18ADMIMNI~14 L0 1T
bootstrap Umpmedian’ [diff], reps[100

Skatistics  Llser

= '1@1__-’

window Help

| o)

do VC=\DOCUME™Y1~ADMINI™1i~LOCALS™1\Temp~8TDO1 000000  tmp"’
rclass

guietly summarize length. detail
return scalar medianl = »(ph0d>
guietly summarize displacement.
return scalar median2 = w»(ph0d
return scalar diff = returnd{medianl> -

program mymedian.
ek

detail

return{median2>

which
means

way to determine
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rep7a
headroom If the assumption is not true,. press Break. save the data,., and drop the obhservations
Frurk dataset in memory contains only the relevant data.
wizight
length Bootstwrap statistics MNumber» of obhs
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dizplacement
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What 1s Monte Carlo Simulation?

- Uses the observation of random samples from
Known populations of simulated data to track the
pehavior of a statistic.

- If the sampling distribution of a statistic Is the density
function of values it could take on In a given
population, then its estimate Is the relative frequency
distribution of the values that were actually observed
In many samples drawn from that population.

. Since we can generate the population to have any
characteristics we wish, Monte Carlos are very
flexible.




How do | do 1t?

Determine what the “population” Is.
Sample from the “population”

Calculate the estimator of interest &). Save this
value.

Repeat steps 2 and 3 many times.

Construct the frequency distribution of the @)
values. This Is the Monte Carlo estimate of the
sampling distribution of a under the conditions
you specified for the population.




An Example: Coin Toss

. If you toss a fair coin 10 times, what Is the
probability of obtaining exactly 3 heads?

- By the binomial probability distribution:
10

3(10- 3)

0.5°*0.5" » 0.1172

However, If we didn’t know how to use the
binomial distribution, we could toss a fair coin 10
times in a repeated number of trials and simulate

this probability.



Coin Toss Monte Carlo

'-'“ Intercooled Stata 8.2

File Edit Prefs Daka Grap', |
| | | | & L= -“ Stata Do- flIE Edll:ur -0 x|

Search  Tools
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|Line number: 1

File name: I j | Open I
i

| Files | Text Documents [.kxt] Cancel | L

Z B
|

=

[cipaTa




Coin Toss Monte Carlo

%8 stata Do-file Editor
Fﬂe Edit Search Tools

=10i %

0= & al sﬂlhlalﬂllil) 1

=et more off
set ohs 10
gen counter=0
local i=1
while "1i' «<=10000

quietly gen heads=0

quietly replace heads = heads 4+ int{uniformi) %2)
quietly egen suwn = Sun(heads)

quietly replace counter = counter+l if sum==

drop heads sum
dizp "1
local i="i'+1

Line number: 13




Coin Toss Monte Carlo

ﬁ Intercooled Stata 8.2

File Edit Prefs Data Graphics Stakistics User wWindow  Help

i

do "CADOCUME ~14KevinhLC
gen prob = counter/ 10000
aum prob

.3

Target: Command “wWindow
counter =
prob 0
-

end of do-file

gen prob = counters10000

sum prob
UVariable Std. Dev.
0

0] x|
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Programming the Coin Toss Monte Carlo

. Allows us to automate the experiment, controlling:
v The number of tosses
(e.g. 10, or something else)
v The number of trials
(e.g. 10,000 or something else)
v The number of successes
(e.g. 3 or something else)



Coin Toss Program

E_l_.!_lnl:erl:ooled Stata 8.2

File Edit Prefs Daka Grap', — e

@E_&j%ﬁfF

x|

0] x|

do "C:ADOCUME ~1 4 evindLC G advpragram _vJ N
gen prob = counter/ 10000
aum prob
cointlip
Target: Command “wWindow
counter =
prob (I
File name: j Open I
Filez of tupe: ;I Cancel |
e
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Coin Toss Program

| 5 = . o
=28 coinflip.do - Stata Do-file Editor -0l x|
File Edit Search Tools

N\
0| =g] & ﬁ| %lhlﬁlﬂ(il)ll

Ibrngram coinflip I -

SEL M0
gen cou N

local i=1

while *i' <F*3' K
quietly gen heads=0
quietly replace heads = heads + intiuniformi) *2)
gquietly egen s = S (heads)
quietly replace counter = counter+l if =um
drop heads =um
dizp "1

local i="1'+1

L
gen probh = counter) 3!
Sum prohb

end

ikl

|Unenumher:1




Coin Toss Program

ﬁlntercooled Stata 8.2 -0} x|

File Edit Prefs Data Graphics Stakistics User wWindow  Help

EOE i
- x| | CEEE

do "C:ADOCUME 14K evinhLC

b = counter/10000
e do *C:“DOCUME™~1\Keuin“\LOCALS™~1\Temp STDOOOOOOOO . tmp"*
do "C:ADOCUME ~14K evinhLC 3 e
clear program coinflip

set movre off
set ohs 2/
gen counter=0
local i=1
while *i' <="3" {
guietly gen heads=0
gquietly replace heads = heads + int{uniform{>*2)>
guietly egen sum = sumCheads>
guietly »eplace counter = counter+l if sum=="1"
drop heads sum
disp “i’
local i="i"+1

L =Rt Nl Iy I N TER L

¥
gen probh = countepr~,"3°
sum prob

coinflip 3 10 10000
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Coin Toss Program

ﬁ Intercooled Stata 8.2

File Edit Prefs Data Graphics Stakistics User wWindow  Help

==

| = Bl olel

do "CADDCUME ~14KevinnLC | EER

gen prob = counter/ 10000
aum prab

do "CADOCURME ~ 14K ewint LT
clear

coinflip 31010000

.3

Target: Command “wWindow
counter =
prob I
=

UVariable Std. Dev.
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Another Monte Carlo Application:

The Logic of Post Estimation Simulation

So, you estimate a model... and you want to say
something substantive with quantities of interest:

Predicted or Expected Values of DV = Xm5

PaN PaN

First Differences= X __b - X b

+S m

The problem is that our bs are uncertain!

The solution is we know how uncertain.

SAl



Monte Carlo Simulation of Parameters

In order to capture the uncertainty, we draw
simulated bs from the multivariate* normal

distribution.
Then we use these
simulated parameters
i to calculate many
: draws of the same

quantity of interest.

* 61 161A61 61 A b, 61 61 61

A

-~ = -~ 1 ~ -~ ~ ~ ~ ~
b, %b, b, B, § b b b BB _

|
b,
Standard Deviation = S

1



Simulating Quantities of Interest

In practice...

Y, ~fl@.a) a =9(Xb)
Y, ~N(Mm.s?)  m=g(X.,b)=b+Xyb, + X, b, +--
?k’)\lu éVBM Vlo12 VBZa‘l:J
€~ u u
g = ébz l:l \7(9") — 8\/621 Vbzz Vt;zfi l,J
é: ¢ e 4
é 1 é u ~ L~
2, 8/ap,  Vaso Va § 5511 3%512
we simulate parameters with M draws from the 50
multivariate normal distribution... g - N(@ \7) e w8
8. ted >

}%) SD) D~
S !

o NaY NN el o’

Choose a starting scenario, Xc . N
Draw one value of g and compute qc = g( b)
Simulate the outcome Y by taking a random draw from f ( . a ) .

Repeat M times to get the distribution of Y

l

[
<

(O OXXON
D)
Lt B
[(@ e e e e\ e’



Clarify (King et. al. AJPS 1999)

e estsmp — estimates the model and simulates the parameters

* This command must precede your regression command
e e0.. estsmp logit y x1 x2 x3 x4
o Thiswill save smulated bsto your dataset!

o setx — satsthe values for the Vs (the X9

e Used after modd estimation to set values of the Xs
e e0.. setx x1 mean x2 p20 x3 .4 x4[ 16], nocwdel
o functions = mean|median|min|max|p#|math|#|' macro’ [varname|#]
* reset values by re-issuing the command, e.g.. setx x1 median
e SiIMQl — sSimulates the quantities of Interest
e Automates the ssimulation of quantities of interest for the X values
yOu just set.

e eg.. simqi, prval(1)
e eg.. ssmqgi, fd(prval(1)) changex(x4 p25 p75)



You Can Use Clarify, but you Don’t have to.

Models Currently Supported by Clarify

regress mlogit
logit poisson
probit nbreg
ologit sureg
oprobit weibull

But, you really don’t need Clarify to do this, so you can simulate
quantities of interest for any model!

v' Easy to simulate parameters because Stata saves them after estimation!
v" Program the correct link function yourself!




An Example:
The Censored Probit Model

Selection Equation: /*Programming Step One:
Y1, =2,g+U,, Estimate Model*/
Outcome Equation: heckprob y2 x1 x2 x3 x4,

2 =5 sel(yl =zl z2 z3 z4)
robust
Where:
u, ~ N(0,2)

u, ~N(01)
corr(u,,u,)=r



An Example:
The Censored Probit Model

Simulate the model /*Programming Step Two:
parameters by Draw b from multivariate
drawing from the normal, mean b and
multivariate normal Covariance Matrix s.*/
distribution. matrix params = e(b)

Note: there are 11 — 4 matrix P = e(V)
Xs, 4 Zs, 2 constants,

and r (the correlation
between the errors).

drawnorm bl-b11l,

means(params) cov(P)
double



An Example:
The Censored Probit Model

Stata estimates the /*Programming Step Three:
hyperbolic arctangent Generate Simulated Rho*/
ot r, so we must gen simrho = (exp(2*b11)-
simulate to get the 1)/ (exp(2*b11)+1)

actual r.



An Example:

The Censored Probit Model

Initiate a looping
structure to generate m
(in this case 1,000)
simulated first
differences for the effect
of x1 on y2 comparing
when x1 1s at Its mean
(the base model) to
when x1 1s at a value
two standard deviations
(denoted _m2sd) below
ItS mean.

/*ProgramStep Four: The Loop*/
local 1 =1

/*A. Generate variables that will be used to fill
in a cell of Substantive Table*/

generate base_y2=.

generate x1_m2sd=.

while ‘i <=1000 {

/*B. Generate zg for the selection equation.*/
quietly generate select = b6[ 1']
(b7['i']*z1) + (b8['i']*z2) +
(b9[i']*z3) + (b10["1']*Z4)

/*C. Generate xb for the outcome equation.*/

quietly generate outcome =
bl[1"] + (b2[‘i'E)*x1) +

(b3[ 1']*x2) + (b4[ 1']*X3) +
(b5[1']*x4)

+



An Example:
The Censored Probit Model

This is the meat of the /* Generate first difference*/

simulation. The first  quietly generate p_11 =
three commands binorm(outcome,select,simrho)

generate the probability quietly summarize p_11, meanonly
of being selected and  quietly replace base_y2=r(mean) in i’

experiencing the quietly generate x1_m2sd=outcome -
outcome (p_11) for the (b1['i"T*x1) + (b1[i']*-0.2)

base model. Forthe  gyietly generate p11_x1_m2sd

censored probit, this  =pinorm(x1_mz2sd,select,simrho)
probability is (Greene  gyietly summarize p_x1_m2sd,
2000, 857): meanonly

F.[b%ger] quietly replace x1_m2sd=r(mean) in i’



An Example:
The Censored Probit Model

To get the other 999 we /*Step 5: Do the Loop Again*/

drop the three variables we
just generated and repeat the drop select outcome p_11

loop until *" = 1,000. X1 m2sd pll x1 m2sd
When we're done with the ~ disp I’
1,000 simulations, we can local i="i"+1

use the centile command to
get the relevant distributions.

To do this for each variable  centile base y2 x1_m2sd,

In the model, we would centile(2.5 50 97.5)
embed this loop within a

larger looping structure.



