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Abstract

We argue that fractional integration methods have the potential to unify and simplify time
series analysis. Estimation of thed parameter in an ARFIMA (p, d, q) model is no longer
difficult and multivariate extensions are proving useful. In particular, we discuss and illustrate
the most promising route, fractional cointegration and the innovation of relaxing the assump-
tion that the parent series are I(1). We illustrate the technique with an analysis of congressional
approval, a topic of great interest to institutional scholars, and its relationship with economic
expectations. 1999 Elsevier Science Ltd. All rights reserved.
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Over the course of the last two decades, social scientists have made large strides
in modeling time series data. One of the central areas that has made important devel-
opments is the study of long memory, in particular, the study of fractional integration.
Fractional integration gives researchers more precise tools with which to characterize
their time series. By appropriately treating data as fractionally integrated when mode-
ling time series data, substantial insight may be gained into the nature of political
change.

In this article, we present a basic description of fractional integration and its appli-
cations in political science as well as an updated assessment of the technique. We
discuss more thoroughly why applied analysts should use fractional integration
methods in political science and the potential of fractional integration to unify and
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simply the approach to time series analysis. We consider both univariate fractional
integration and multivariate fractional integration, highlighting recent advances in
fractional cointegration. To illustrate our substantive and methodological points, we
use innovative data on congressional approval from Durr et al. (1997).

1. What is fractional integration?

As noted above, fractional integration is part of a larger classification of time
series, commonly referred to as “long memory” models.1 Long memory models
address the degree of persistence in data. In their review of long memory models,2

Granger and Ding (1996) define a series as a long memory series based on a slowly
declining autocorrelation structure. “Such autocorrelation structure suggests that the
process mucst depend strongly upon values of the time series far away in the past”
(Dueker and Asea, 1998).

Fractional integration addresses a shortcoming that commonly used Auto-Regress-
ive Integrated Moving Average (ARIMA) models have with modeling the degree
and type of persistence in a time series. ARIMA models have three parameters:p,
d, andq. The parameter corresponding to the number of lags involved in the auto-
regressive portion of the series isp. The parameter for the moving average lags is
q. Finally, d is a dichotomous variable indicating whether the series is integrated or
not. If the series is integrated,d takes a value of 1. Otherwise,d equals 0, and the
model is referred to as an ARMA model. ARFIMA (Auto-Regressive Fractionally
Integrated Moving Average) models allowd to take any value, not just 0 or 1.
Fractionally integrated series are modeled with an ARFIMA model of the form:

j(L)(12L)dxt5Q(L)et (1)

where the parameterd is a real number,et is distributed normally with mean 0 and
variances2, andf(L) andq(L) represent AR and MA components with lagL, respect-
ively (Box-Steffensmeier and Smith, 1998).

Instead of being forced into modeling (often incorrectly) data as either stationary,
i.e., I(0) or as integrated, i.e., I(1), we can more accurately model the dynamics of
the series with fractional integration, I(d), whered can still be 0 or 1, but any fraction
as well. If data are stationary, external shocks can have a short-term impact, but
little long-term effects, as the data revert to the mean of the series at an exponential
rate. In contrast, integrated data do not decay, i.e., do not return to the previous
mean after an external shock has been felt. ARIMA models do not account for the
possibility that data can be mean-reverting while still exhibiting effects of shocks

1 See Beran (1994) and Granger and Ding (1996) for a discussion of the broader class of long memory
models, including how the basic model discussed in this paper can be extended.

2 See Baillie (1996) for an excellent survey and review of fractional integration. Baillie’s article is the
lead piece in volume 73 of the Journal of Econometrics, which is devoted exclusively to the topic of
fractional differencing and long memory processes.
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long since passed. By allowingd to take fractional values, we allow data to be mean-
reverting and to still have long memory in the process.

2. Why fractional integration is important

Granger (1980) has shown that fractionally integrated data can be produced by
two types of aggregation that are of interest to political scientists. First, when data
are aggregated across heterogeneous auto-regressive processes, the resulting series
will be fractionally integrated. So, for example, if the Congressional approval time
series shows a different pattern for highly politically sophisticated respondents than
for lesser sophisticated respondents, we would expect that the aggregated data would
be fractionally integrated. Zaller (1992) has shown in detail the impact of political
awareness and sophistication, and one might reasonably hypothesize that the highly
politically aware might use information from farther back in time to drive their evalu-
ations of Congress, while those individuals low in political awareness might use their
impressions of the current Congress, or of what the Congress has done in the last
month, to inform their overall evaluation. Modeling such data as stationary or inte-
grated without testing for fractional integration would lead one to draw incorrect
conclusions about the nature of the political process.3

Byers and Peel (1997) examine political popularity in the United Kingdom from
1960 to 1995. Their work addresses a controversy over whether public opinion
behaved as a random walk or as a stationary process. Byers and Peel, hypothesize
that if voters are thought of as “committed” or “uncommitted,” then, following the
reasoning of Granger, the data will be fractionally integrated. The “committed,” who
have stronger partisan attachments than the “uncommitted,” will base their political
opinions on partisanship, while the “uncommitted” will base their opinions on per-
formance. The aggregation of these different types of observations leads to a frac-
tionally integrated series of data. Based on Granger’s (1980) aggregation theory,
Maddala and Kim (1998) conclude that “it makes sense to consider I(d) processes
while analyzing aggregate data” (1998, 273). De Boef (1999) extends this research
agenda by focusing on the important topic of how microfoundations relate to aggre-
gation theorems and to the persistence of aggregate series.

Second, if the data involve heterogeneous dynamic relationships at the individual
level, which are then aggregated to form a time series, that series will be fractionally
integrated (Granger, 1980; Lebo et al., 1998). So if differentsets of individuals
evaluate Congress in different ways, aggregating those individuals will produce frac-
tional integration. One might expect partisans to react one way to new information
about Congress, and independents might react differently. Zaller (1992) has shown
that when elites are polarized on an issue, the public becomes polarized as well,
usually along partisan lines. Zaller attributes this effect to cueing information from

3 Lanier et al. (1998) make a similar argument for why one would suspect that a time series on Supreme
Court liberalism would be fractionally integrated.
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elites. Yet independents would not be likely to react to cueing information, because
they do not identify with the partisan labels that elites use, so their process of opinion
formation is different from that of partisans, and aggregation of these groups would
cause fractional integration in the data.

Besides the insight gained between linking macro and micro-level processes, frac-
tional integration is important because we should model the data generating processes
as precisely as possible (Lanier et al., 1998). Box-Steffensmeier and Smith (1998)
have shown that modeling a fractionally integrated series with an ARIMA, ARMA,
or ARFIMA model will produce strikingly different estimates of the persistence of
the series (see Figure 2 in their article). Using transfer function models to compare
models of macropartisanship that assume different values ofd for the dependent
variable, they find that the different models come to starkly different conclusions
about the impact of the independent variables. This analysis brings to light the risks
one takes when ignoring the possibility of fractional integration.

Avoiding the “knife-edged” decision between treating a series as stationary or
integrated, ARFIMA models grant social scientists greater freedom and flexibility
in modeling long memory processes. For example, modeling data as fractionally
integrated allows the researcher to model slower rates of decay than with other com-
mon modeling techniques, such as ARMA or ARIMA models (Box-Steffensmeier
and Smith, 1998; Baillie, 1996). If one were to setd equal to 1 and difference the
series instead of checking for the appropriate value ofd with fractional integration,
the result would be an over-differenced series. Subsequently, models of the over-
differenced series would produce inflated estimates of the moving average compo-
nent in the model (Box-Steffensmeier and Smith, 1998). The alternative solution to
this dilemma would be to test for fractional integration, and if found, to fractionally
difference the data.

The estimate ofd will allow a researcher to test whether a series is an I(0) or an
I(1) process. The estimate ofd addresses a concern of critics of Box–Jenkins time
series analysis, specifically, that the “art” of interpreting autocorrelation functions
(acfs) and partial autocorrelation functions (pacfs) to determine the characterization
of the series is too casual a method of analysis. The maximum likelihood estimate
of d (Sowell, 1992a,b) jointly estimatesp, d, andq and the associated standard errors
for d to determine whether the series is stationary or integrated. Indeed, Beran (1994)
calls these models “a unified approach to Box–Jenkins modeling” (1994, 115). Frac-
tional integration estimates also simplify the analysis of time series data by ending
debates over the best way to test for unit roots, where one needs to choose among
many different tests, such as Dickey–Fuller, Augmented Dickey–Fuller, variance
ratio, or KPSS, and by assumption choose the null hypotheses ofd=1 or d=0 (see
Maddala and Kim, 1998, p. 124). That is, instead of running multiple tests and
looking for patterns suggesting stationarity, one can instead rely upon the point esti-
mates ofd and the associatedt-ratios (Barkoulas et al., 1999; Box-Steffensmeier and
Smith, 1998)

Lanier et al. (1998) and Lebo (1998) argue that modeling data with fractional
integration reduces spuriousness. Fractionally differenced data will produce more
precise regression results and predictions. Lebo et al. (1998) provide Monte Carlo
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evidence that demonstrates the likelihood of spurious regressions when researchers
fail to account for fractional dynamics. In addition, Lanier et al. (1998) argue that
including the fractionally differenced dependent variable improves parsimony,
because irrelevant AR and MA components are dropped. Fractionally integrated ser-
ies are being found with increasing frequency (Hassler and Wolters, 1995).
Importantly, Lebo et al. (1998) show that most of the series of interest to political
scientists characterized by fractional dynamics, including presidential approval, con-
sumer sentiment, macropartisanship, and ideology of the Supreme Court. Finally,
thinking of a series as fractionally integrated may lead to richer theory about the
data generating process.

3. Congressional approval and univariate fractional integration analysis

Granger’s findings on the effects of aggregation on the nature of a time series
should enlighten researchers seeking to model political processes. Since many polit-
ical variables involve heterogeneous processes, one need not look far for a good
example. Public opinion scholars as far back as Converse (1964) have shown differ-
ences in attitude formation based on political sophistication. Suspecting, then, that
attitudes toward political elites would be different across different levels of political
sophistication is reasonable. Furthermore, one could suspect that highly sophisticated
persons have more stable opinions about political elites than those who are not very
politically sophisticated.

Alternatively, one could suspect the opposite, that those who are the most sophisti-
cated are subject to the most fluctuation, because they will understand both sides of
an issue. Voters with low levels of political sophistication might not be exposed to
new information about a politician’s performance in office, and may adopt the same
positive or negative attitude every time their opinions are asked. Finally, one could
suspect, as Zaller (1992) has shown, that people who are on either extreme of sophis-
tication would be most stable in their opinions, while those in the middle — those
with some exposure to new information, but without the cognitive capability to coun-
terargue messages that contradict their previous opinion — would be the least stable
in their attitudes. Any of these three hypotheses would suggest that voters may exhi-
bit different auto-regressive patterns in their opinions based on their level of political
sophistication. A series that aggregates such voters would be fractionally integrated.

We expect congressional approval, operationalized as a time series variable, to be
fractionally integrated. People use different strategies to form political opinions —
ideologues use ideology (Converse, 1964), people who do not follow politics rely on
cues from leaders or interest groups (Lupia, 1994; Zaller, 1992), others use heuristic
shortcuts (Sniderman et al., 1991), elaborate schema (Conover and Feldman, 1984;
Hastie, 1986), a memory based model (Kelley and Mirer, 1974), or an online process
(Lodge et al., 1989). Which type of opinion formation model is used depends on
the person’s cognitive abilities, his or her interest in politics, access to information,
and motivation to form an opinion. So much heterogeneity in opinion formation
exists that the aggregation of answers to the same question based on these different



68 J.M. Box-Steffensmeier, A.R. Tomlinson / Electoral Studies 19 (2000) 63–76

processes would meet Granger’s second condition for fractional integration, if not
his first.

As an example of testing for fractional integration, we estimated for the innovative
measures of congressional approval and economic expectations used by Durr et al.
(1997), which are displayed in Fig. 1. The data are quarterly from 1974 to 1993.
Their measure of Congressional Approval was generated with Stimson’s CALC
algorithm (Stimson 1991, 1994), which allows for aggregation of multiple survey
items tapping a single phenomenon into one time series.4 The scale of their new
quarterly measure of congressional approval is such that 100 represents a midpoint
approval rating. Fig. 1 shows that, as an institution, Congress suffers from a negative
bias (see also Parker, 1981; Patterson and Caldeira, 1990). The economic expec-
tations series was created by regressing the Michigan Index of Consumer Sentiment
on four measures of the objective economy, and then creating predicted values. Durr
et al. (1997) argue that the predicted values are devoid of political evaluations that
contaminate other measures of consumer sentiment (19974).

Fig. 1. Congressional approval and economic expectations.

4 See Durr et al. (1997) for a detailed explanation of this technique for these series; see Stimson (1991)
for explanation of the original algorithm.
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Table 1 presents the fractional integration estimates for congressional approval
and economic expectations.5 Using the Akaike Information Criterion (AIC), a (3,d,3)
model is chosen for congressional approval whered=0.72 and the standard error is
0.23. The null hypothesis thatd=0 is rejected (t=3.13) but the null hypothesis that
d=1 is cannot be rejected (t=21.22). Thus, we can conclude that the congressional
approval series may be fractionally integrated or integrated. The same pattern holds
for economic expectations. A (0,d,2)model is selected withd=0.86 and based on the
t-ratios for the null hypotheses shown in Table 1, we can conclude that the economic
expectations series may be fractionally integrated or integrated. So, although Dueker
and Startz (1998) make the important innovation of relaxing the requirement that
the parent series be I(1) in a cointegration study, their innovation is not needed in
our particular empirical study.

Beyond drawing conclusions about whether the series is stationary, integrated, or
fractionally integrated, scholars have used and applied univariate estimates ofd in
a number of ways.6 The concept of fractional integration has been incorporated into
many areas of time series analysis, including forecasting and seasonality, with a
general advantage of more precise answers (Frances and Ooms, 1997). Granger and
Ding (1996) discuss generalizations of fractional integration to regime switching,
time varying parameter models, and nonlinear models. In this symposium, Maestas
and Preuhs (1999) persuasively argue why modeling the variance of time series is
substantively interesting and highlight the consequences if one does not test and
control for underlying autoregressive conditional heteroskedasticity (ARCH) pro-
cesses. Gleditsch and Maestas (1998) extend this to the analysis of a fractionally
integrated ARCH model of macropartisanship. Other scholars examining the combi-
nation of fractional integration and heterogeneity include Baillie et al. (1996a,b),
Breidt et al. (1998) and Duan and Jacobs (1996). Diebold and Rudebusch (1989)
and Box-Steffensmeier and Smith (1996) incorporated into an impulse response
function to assess the degree of persistence. By modeling macropartisanship as a
fractionally integrated series and using an impulse response function, Box-Stef-

Table 1
Maximum likelihood estimates ofd

Parameter estimatesa H0: d=1b H0: d=0b

Congressional approval 0.72 (0.23) 21.22 3.13
Economic expectations 0.86 (0.21) 20.67 4.10

a The standard errors of the estimates are shown in parentheses.
b These are the ML “t-ratios” for tests of the null hypothesis thatd=1 andd=0.

5 One of the easiest ways to estimated is with OX, which is part of the PcGive 9.0 package and is
also available free (DOS version) from http://www.eur.nl/few/ei/faculty/ooms/index.html#programs
(November 25, 1998).

6 There is a large economics literature on univariate fractional integration analyses (see Baillie, 1996
for a review).
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fensmeier and Smith (1996) are able show the rate of decay after an exogenous
shock.

4. Fractional cointegration

The next stage in the advancement of fractional integration modeling techniques
is the ability to model multivariate fractionally integrated processes. Ravishanker
and Ray (1997) present a Bayesian analysis of vector ARFIMA processes. Box-
Steffensmeier et al. (1998) incorporate fractional integration into a Granger causality
analysis. Importantly, Lebo (1998) studies the vital question of how and when to
include ARFIMA specifications in bivariate and multivariate models. One of the
most fruitful areas in multivariate analysis is fractional cointegration, most notably
the work of Baillie and Bollerslev (1994), Cheung and Lai (1993) and Dueker and
Startz (1998).

If two series are cointegrated, there is a long-term equilibrium relationship between
the series. “Cointegrated series are in a dynamic equilibrium in the sense that they
tend to move together in the long run. Shocks that persist over a single period are
‘reequilibrated’ or adjusted by this cointegrating relationship” (Clarke et al., 1998,
p. 562). Typically, the two parent series are tested and if found to be I(1), the cointe-
grating regression is estimated. The residuals of the cointegrating regression are
tested to see if they are I(0). If so, the parent series are said to be cointegrated and
a relationship exists.7

Cheung and Lai (1993) relaxed the assumption that the residuals needed to be
I(0), introducing the idea that the residuals could be fractionally integrated. Cheung
and Lai point out the theoretical relevance of fractional cointegration; if one finds
fractional cointegration in the two parent series, there is a long-term equilibrium
relationship between them. The relationship responds to exogenous shocks, but then
returns to equilibrium. Univariate fractionally integrated series are mean-reverting,
but show short-run persistence and tell us how those data react to exogenous shocks.
Finding fractional cointegration between two variables gives us insight into how the
equilibrium relationship between those two variables reacts to exogenous shocks.
Just as fractional integration methods avoid the knife-edged distinction between a
series being I(0) and I(1), fractional cointegration methods avoid making the same
claim about the residual series of a cointegrating regression.

The rate of mean reversion of equilibrium error is of key importance. As Cheung
and Lai (1993) illustrate, the mean-reverting properties of the equilibrium relation-
ship between two variables determine how those variables stay cointegrated in
response to exogenous shocks. For example, if the equilibrium error is not mean-
reverting, a shock can cause permanent disequilibrium (Cheung and Lai, 1993). To

7 For exemplary work on cointegration in political science, see Beck, 1993; Clarke et al., 1998; Durr,
1993; Eisinga and Franses, 1996; Ostrom and Smith, 1993; Smith, 1993; Williams, 1993; and on near-
integration, De Boef and Granato 1997, 1999.
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test for cointegration between two seriesx1t andx2t, Cheung and Lai (1993) follow
the method proposed by Engle and Granger (1987) by regressing one series on the
other, and then estimating thed parameter of the residual series.8 Cheung and Lai
(1993) show that if the estimatedd for the residual series is not an integer, then the
parent series are fractionally cointegrated. While the previous literature has assumed
that the parent series are I(1), we follow Dueker and Startz (1998) in theory by
relaxing this assumption and by extending Cheung and Lai’s work by allowing the
estimates for the parent and residual series to all be I(d), wherede[0,1].

Dueker and Startz (1998) provide an important innovation by invoking Granger’s
(1986) broader notion of cointegration, noting that only a lower order of integration
for the residuals compared to the parent series is required (1998, 420). That is, they
relax the assumption that the parent series be I(1). We follow Dueker and Startz
(1998) by allowing the estimate for the order of the parent series (d) and the residuals
(d’) to take any value ofd in our investigation into the relationship of congressional
approval and economic expectations.9 If d’,d, then the series are cointegrated.

Our results in the previous section show that the two parent series are both I(d),
whered is the same within a one standard deviation, and quite likely the two series
are both I(1). Thus, given on our estimates ofd for the two parent series, relaxing
the I(1) assumption is not critical to our particular empirical example. Based on the
large literature about the effect of the economy on presidential approval (MacKuen
et al., 1992), and about the effect of the economy on congressional elections
(Jacobson, 1992; Kinder and Kiewiet, 1979; Tufte, 1978), it is reasonable to expect
congressional approval and economic expectations to be related. Looking again at
Fig. 1, it is reasonable to expect that the series are cointegrated. That is, the series
appear to be trending together, particularly since around 1980. In any case, testing
for fractional integration relieves one from reliance on debatable ocular testing.

We proceed by testing for fractional cointegration, which is more general than
testing for cointegration. In traditional cointegration analyses one would simply test
whether or not the residuals are stationary. Depending upon which test was chosen,
the null hypothesis would be either that the residuals are I(0), for example, if the
KPSS test was used, or are I(1), for example, if the Dickey–Fuller test was used.
The problem is that these diagnostic tests often do not give the same conclusion.

There is a large literature examining congressional approval, (e.g., Durr et al.,
1997; Hibbing and Theiss-Morse, 1995; Kimball and Patterson, 1997; Mockabee and
Monson, 1999; Parker and Davidson, 1979; Patterson and Magleby, 1992; Patterson

8 Cheung and Lai (1993) use the GPH estimate ford (see Geweke and Porter-Hudak, 1983). Agiaklog-
lou et al. (1993) and Hurvich and Ray (1995) have recently shown that the GPH has serious biases. We
use Sowell’s maximum likelihood estimate ofd.

9 Dueker and Startz (1998) is also noteworthy for the innovation of jointly estimating the value ofd
andd’. We replicated their results and consider their method a promising route for future research because
of the efficiency aspects of jointly estimatingd andd’. However, we do not carry out such an analysis
for the congressional approval data for two reasons. First, the model selection procedure for their approach
is unsettlingly ad hoc. Second, the program is extremely sensitive to the starting values and at this time
tends to get stuck in local minima.
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and Barr, 1995; Patterson and Caldeira, 1990; Patterson and Monson, 1998). We
contribute to this literature by looking at the relationship between congressional
approval and economic expectations; the regression results are in Table 2. The results
show classic spurious regression concerns. The regression results look great; the
R2 and t-ratio for economic expectations are very high and the effect of economic
expectations is in the right direction. As people are more optimistic about the econ-
omy, approval of Congress increases. One clue that there may be a problem is that
the Durbin–Watson statistic is low. Granger and Newbold (1974) point out that if the
R2 is greater than the Durbin–Watson statistic, one should suspect that the estimated
regression is spurious and should test for cointegration.

A (3,d,3) model is chosen for the residuals according to the AIC. The estimate
of d’=0.40. This suggests that we do have fractional cointegration between con-
gressional approval and economic expectations. However, when taking into account
the standard error of 0.45, we cannot reject the null hypothesis thatd’=1 (t=21.33).
Similarly, we cannot reject the null thatd’=0 (t=0.89). This later null is not problem-
atic, since if we could reject the null that the residuals were I(1) but not the null
that they were I(0), we could still conclude that the series were cointegrated. Con-
clusions about fractional cointegration only require thatd’=d2b where b.0, i.e.,
that the order of the cointegrating residuals be less than the order of the parent series.
Unfortunately, the standard errors are large, which leads to less definitive hypothesis
testing than is desirable. The large standard errors are not unexpected since there
are only 80 observations.10

Table 2
Cointegrating regression on congressional approval and maximum likelihood estimate ofd’ for the
residuals

Parameter estimatea P-value

Constant 44.78 (5.56) 0.00
Economic expectations 0.24 (0.07) 0.00
R2=0.987
Durbin–Watson
statistic=0.245

Parameter estimatea H0: d=1b H0: d=0b

Residuals from the 0.40 (0.45) 21.33 0.89
cointegrating regression

a The standard errors of the estimates are shown in parentheses.
b These are the ML “t-ratios” for tests of the null hypothesis thatd=1 andd=0.

10 When looking into the stability of the point estimate ofd and the associated standard errors, we
found that the point estimates ofd were quite similar whether the series had 150 or 70 observations.
What changed dramatically, not surprisingly, was the precision of the standard errors.
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5. Conclusion

In their assessment of the state of quantitative political methodology, Bartels and
Brady (1993) point out that “time series data have come to play an increasingly
prominent role in political science in the last decade” (1993, 125). Fractional inte-
gration methods offer many advantages and the promise of a more straightforward
implementation of time series methods. Less reliance on the “art” of time series and
the unification of the literature on modeling the characteristics of one’s time series,
in contrast to the recent myriad of typically contradictory tests for stationarity and
unit roots, are benefits that are already realized. Fractional integration has already
been incorporated into univariate time series analysis, for example, in the interpret-
ation of impulse response functions or the modeling of heterogeneity. On-going work
incorporates this important concept into bivariate or multivariate analyses, such as
fractional cointegration or examining how and when to incorporate ARFIMA speci-
fications. In the five years since Bartels and Brady (1993) wrote their assessment,
we have benefitted from even more methodological progress in time series and there
is no indication that the pace will slow down any time soon.
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