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An important feature of most political events is their repeatability: nearly all political events reoc-
cur, and theories of learning, path dependence, and institutional change all suggest that later events
will differ from earlier ones. Yet, most models for event history analysis fail to account for re-
peated events, a fact that can yield misleading results in practice. We present a class of duration
models for analyzing repeated events, discuss their properties and implementation, and offer rec-
ommendations for their use by applied researchers. We illustrate these methods through an appli-
cation to widely used data on international conflict.

Introduction

In recent years, the application of duration (or event history) models in polit-
ical science has grown dramatically. Increased interest in the temporal dynam-
ics of political processes, coupled with the greater availability of longitudinal
data and increases in computing power, has led scholars to adopt such methods
with greater frequency.! The development of models for event histories, how-
ever, has occurred almost entirely outside the scope of political science; as a
result, many of the issues prevalent in political science duration data have re-
ceived only limited attention in work in economics, biostatistics, epidemiology,
and other areas.
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One such issue is that of repeated events. Unlike in most clinical trials, in
which the event under study may occur only once (e.g., the death of a patient),
the majority of events defining durations in political science are repeatable.
Such diverse phenomena as international conflicts (Beck, Katz, and Tucker 1998),
cabinet transitions (King et al. 1990), presidential nominations for executive
branch appointments (McCarty and Razaghian 1999), and EU decision making
(Schulz and Ko6nig 2000) are all examples of processes that may occur repeat-
edly over time. Moreover, the existence of repeated events raises important
methodological and substantive issues about the way in which we conduct du-
ration analyses.

The purpose of this article is to address the issue of repeated-events duration
analysis, both in general and in the more specific context of political science
research. We begin with a general discussion of the importance, both statistical
and substantive, of addressing repeated events when they arise in our data. We
then outline a range of methods for modeling such events and discuss how the
various approaches differ. We go on to illustrate the application of these tech-
niques on a widely used data set of dyadic conflicts between nations during the
post-World War II period. Those data are characterized by large numbers of
repeated events, and our reanalysis of the data, using techniques that account
for the repeated occurrence of dyadic disputes, uncovers important differences
from previous studies that failed to address the issue of repeated events. We
conclude with a brief review of our findings and provide a set of suggestions
for applied researchers faced with the prospect of analyzing repeated events data.

Repeated Events and the Analysis of Political Data

Models for duration data were initially developed in the health sciences, and
the bulk of the innovation in such models continues in such fields as biostatis-
tics and epidemiology. There, the canonical study is one of mortality: research-
ers use duration analysis to determine the effectiveness of some treatment on
prolonging the lifespan of its subjects. As a result, it is only recently that work
in such areas has begun to address the issue of repeatable events. By contrast,
the nature of most political science phenomena is that they are capable of rep-
etition: temporal changes in individuals, groups, and institutions are often on-
going and may occur many times over a study period. Moreover, scholars have
long understood the contingent nature of repeated political events. Whether
through learning, path dependence, or other mechanisms, it is almost always
the case that our subjects—be they voters, nations, or others—respond differ-
ently to reoccurrences of the same phenomena.

The study of international conflict is a prominent and important case in point.
Whereas one-time conflicts between nations may reflect discrete events or short-
term political forces, repeated disputes are likely to be an indicator of more
fundamental, and longer lasting, differences. Moreover, under those circum-
stances, nations involved in an ongoing series of confrontations will respond
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differently to internal and external pressures than they would were the dispute
centered around an isolated event. Students of international relations are well
aware of this aspect of temporal dependence, as indicated by the extensive at-
tention given to enduring rivalries (e.g., Diehl 1998).

More generally, examples of repeated events are the rule rather than the ex-
ception in political science and cross all subfields of the discipline. The study
of executive branch nominations is just one example in American politics. Mc-
Carty and Razaghian (1999) examine the duration of the confirmation process
for more than 3,500 executive-branch nominations and recognize the distinc-
tive qualities of being a repeated nominee in their article. They argue that re-
peated nominations will proceed faster since “if one assumes that the primary
purpose of the confirmation process is to acquire information on and evaluate
the qualifications of various nominees, we should expect to see individuals
who have recently been confirmed by the Senate to have an easier time getting
confirmed subsequently” (1999, 1131).

Hammons’ (1999) important article on the longevity of state constitutions
serves as another example, this time in the area of state politics. He concludes
that the “longer and more detailed design of state constitutions actually en-
hances rather than reduces their longevity” (1999, 837). The data used for his
study come from the 50 states. Over half of the states have had more than one
constitution; Louisiana has had the most events with eleven constitutions (1999,
Table 2, 841). Clearly, one would expect that the durability of these eleven
constitutions are correlated and that statistically accounting for the correlation
may make a difference in the conclusions drawn.

In the realm of comparative politics, the study of leadership duration (e.g.,
Bienen and van de Walle 1992; Bueno de Mesquita and Siverson 1995; Lon-
dregan and Poole 1990) serves an obvious example to illustrate the potential
advantages of taking into account repeated events. Bienen and van de Walle
study 2,256 leaders from 167 different countries. To the extent that heads of
state may learn from the experiences of that nation’s past leaders—avoiding
their mistakes and mimicking their successes—a repeated events analysis of
the duration of a country’s leaders seems promising.

Variance-Correction Models for Repeated Events

In each of these examples, the issue of repeated events is one of dependence:
second and subsequent events are likely to be influenced by, and therefore dif-
ferent from, first events. As a result, analyses that treat repeated events as in-
dependent, when in fact they are not, run the risk of yielding misleading results
for at least two reasons. First, the presence of correlated events presents a prob-
lem similar to autocorrelation in conventional regression analysis: by treating
such observations as independent, we overstate the amount of information each
observation provides, leading to incorrect estimates of standard errors. Second,
such models implicitly restrict the influence of covariates to be the same across
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events when, in fact, there may be varying effects from one event occurrence to
the next. Given these potential problems, it is unsurprising to find that “Multi-
ple event studies, where events are of the same type [as opposed to the compet-
ing risks framework for different event types], are the most difficult for analysis”
(Therneau and Hamilton 1997, 2043) and that different models for repeated
events with serial duration times may yield widely different empirical conclusions
(e.g., Clayton 1994; Gao and Zhou 1997; Lin 1994; Wei and Glidden 1997).

We consider the issue of repeated events in the context of Cox’s (1972) pro-
portional hazards model:

h(t) = Ao(t)exp(X;B) e))

where /(¢) is the hazard of the event of interest, X, is a vector of covariates,
and A, is an unspecified baseline hazard.> The dominant approach to repeated
events duration models is the class of variance-correction models. Variance-
correction models take advantage of the fact that in the presence of repeated
events, standard Cox model estimates for 3 converge to a well-defined vector
(usually termed 8*), which can often be interpreted meaningfully, but the esti-
mated covariance matrix is inappropriate for hypothesis testing (Lin and Wei
1989; Struthers and Kalbfleisch 1984). These models thus estimate a standard
Cox model and adjust the variance-covariance matrix to account for the individual-
or group-specific effects that remain.?

2Parametric models, most notably those based on the Weibull distribution, have also seen wide-
spread use in political science. Work addressing repeated events in the Weibull context are limited
to the random-effects class, typically with gamma-distributed frailties (e.g., Lancaster 1979, 1985;
Larsen and Vaupel 1993; Vaupel, Manton, and Stallard 1979). Because of the strong parametric
assumptions required by the Weibull model, it is not as widely used outside political science as is
the Cox model. Accordingly, we focus on the Cox model, and generally prefer it to the Weibull due
to its less restrictive assumptions about the data-generating process and better developed diagnos-
tics for model checking. Importantly, some scholars have inappropriately used the existence of
“tied” observations, that is, coterminous event occurrences, as a reason not to use the Cox model.
Advances in the computational methods to address the issue of ties (such as the Efron approxima-
tion and exact likelihood methods) have all but alleviated such concerns; see Box-Steffensmeier
and Jones 2002 for a discussion.

3 An alternative approach is to use models that allow for unit-specific effects; such models gen-
erally fall into two classes, fixed-effects and random-effects (or frailty) models. Both approaches
consider repeated events as a special case of more general unit-level heterogeneity. Fixed-effects
approaches treat such effects as a fixed quantity to be estimated; such models have significant
consistency problems (e.g., Andersen, Klein, and Zhang 1999) and so are rarely used. Frailty mod-
els treat the individual effects as random draws from a specific parametric distribution, the param-
eters of which are then estimated along with the structural parameters of the model (e.g., Hougaard
1991; Keiding, Andersen, and Klein 1997; Oakes 1992; Sastry 1997). Frailty models have been the
target of two primary criticisms. First, neither theory nor data typically provides much guidance for
imposing a specific distribution on the frailties, and “parameter estimates can be highly sensitive
to the assumed parametric form of the error term” (Blossfeld and Rohwer 1995, 255). Second, the
random effects are generally required to be independent of the model’s covariates; failure to meet
this assumption can yield estimates that are badly biased and inconsistent (Hausman 1978).
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FIGURE 1

Schematic of Approaches to Repeated Events in Duration Models

Variance-Correction Models

Andersen- “Marginal” “Conditional”
Gill (WLW) (PWP)
Time from Time from
Entry Previous Event

We focus on four widely used variance-correction models: the “independent
increments” model developed by Anderson and Gill (1982), the marginal risk-
set model of Wei, Lin, and Weissfeld (1989), and the conditional risk-set model
(Prentice, Williams, and Peterson 1981), which may be estimated in either elapsed
or interevent (“gap”) time. These four models are illustrated schematically in
Figure 1. All are related in that, compared to the standard Cox model, they use
the non-independence caused by repeated events to empirically correct the stan-
dard error estimates. The key distinction among these models is “the way that
the risk sets are defined at each failure” (Cleves 1999, 34). The risk set defines
which observation may fail at a particular time; as a result of the different
risk-set definitions, very different processes are modeled by the four alterna-
tives. Thus the estimated coefficients will vary among these four variance cor-
rected models.

The simplest variance-correction model is that of Andersen and Gill (1982)
(hereafter AG). The key characteristic of the AG model is “the assumption that
the risk of an event for a given subject is unaffected by any earlier events that
occurred to the same subject, unless terms that capture such dependence are
included explicitly in the model as covariates” (Oakes 1992, 372). That is, mul-
tiple events for any particular observation are assumed to be conditionally in-
dependent?; for this reason, the AG model is often referred to as the “independent
increment” model. Therneau and Hamilton note that if events are not indepen-
dent, robust variance estimates (e.g., White 1980) allowing for clustering within

“More specifically, event arrivals follow a nonhomogeneous Poisson process.



1074 Janet M. Box-Steffensmeier and Christopher Zorn

units may be used (1997, 2034).> They also point out that effects that may
change with the number of the event may be modeled explicitly, using time-
dependent covariates (e.g., interactions of treatment effects with the number of
previous events).

In practical terms, the Cox and AG models are essentially indistinguishable,
and in fact the former can be shown to be a special case of the latter (Fleming
and Harrington 1991, 164). Thus, while the AG approach is straightforward to
estimate, the assumption of independent increments is strong, particularly if
the ordering of events may be important. Also, unlike the other models consid-
ered here, the AG model restricts the baseline hazard rate for all events to be
the same. For many applied problems, the assumption of independent incre-
ments will not be acceptable, at least not without empirical testing.

The marginal risk-set approach of Wei, Lin, and Weissfeld (1989) (hereafter
WLW) applies the traditional competing risks set-up for multiple events to re-
peated events. Ordered events data are treated as if they presented a typical
competing risks problem: each observation is “at risk” for the first, second,
third, etc., event from the beginning of the study period.® The data are then
stratified by event number, and separate baseline hazards are estimated at the
first occurrence of the event under study, the second, etc. The approach is thus
referred to as the “marginal risk set” model because, within these event-
defined strata, marginal data are used, “that is, ‘what would result if the data
recorder ignored all information except the given event type?’” (Therneau and
Hamilton 1997, 2035). As a result, at any point in time, all observations that
have not yet experienced & events are assumed to be “at risk” for the kth event.
Unlike the AG model, stratification by event allows baseline hazards for each
event to differ; as in the AG model, however, covariate effects are assumed to
be constant across event ranks.’

The signature characteristic of the WLW approach is that all observations
are at risk for all events at all times prior to experiencing that event. That is, in
the case of repeated events of the same type, the “fifth” event can (in theory)
occur at any time, even prior to the “first,” “second,” etc. events. Whether this
is a plausible assumption about one’s data-generating process depends on the

Note that, if the independent increments assumption holds, the naive and robust standard errors
will be identical.

®The difference between this model and a standard competing risks problem is that in the latter
the events are of different types.

"Recall that stratification is used to permit flexible variation in the baseline hazard, not for an
estimate of variable effects. Stratification is vitally important because in repeated event data the
hazard rate is likely to be very different for the first failure compared to say, the fifth failure. One
can, as Wei, Lin, and Weissfeld (1989) did, include strata-by-covariate interactions to estimate
separate effects. Alternatively, one can estimate models for each strata (i.e., each repeated event)
separately and obtain strata specific coefficients, which can be illuminating. However, this should
only be done if there are theoretical reasons to think that both the baseline hazards and the variable
effects vary across events.
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nature of the question at hand. Wei, Lin, and Weissfeld (1989, 1065) give the
example of the time until recurrence of tumors among bladder cancer patients:
because more than one tumor may develop at a time, the model’s assumption
that individuals are at risk for the first, second, etc. of several identical events
is a reasonable one.

One could imagine similar processes in political data. The occurrence of
coups, for example, may be caused by the actions of multiple, different factions
in a country. Under these circumstances, a regime may be “at risk” for multiple
coups from the beginning of its tenure. Moreover, the occurrence of one coup
will undoubtedly influence the incidence and success of subsequent attempts
(Londregan and Poole 1990), thus suggesting the WLW model may be appro-
priate. In most instances involving political data, however, repeated events oc-
cur sequentially and assume a natural order. Thus, while some have strongly
recommended use of the WLW model for the analysis of repeated events data
(Barai and Teoh 1997; Lin 1994; Therneau and Hamilton 1997; Wei and Glid-
den 1997), we concur with others who have expressed concern about the appro-
priateness and logic of this signature characteristic in most repeated events contexts
(Cook and Lawless 1997; Kelly and Lim 2000; Oakes 1997).

By comparison, in the conditional model of Prentice, Williams, and Peterson
(1981) (hereafter PWP), an observation is not at risk for a later event until all
prior events have already occurred. Accordingly, the “risk set” at time ¢ for the
kth occurrence of an event is limited to those observations under study at time
t who have already experienced k — 1 events of that type.® As in the WLW
model, estimates are then stratified by event rank, so that the different events
have varying baseline hazards. As in the previous models, however, covariate
effects are again assumed to be constant across strata, though as in the WLW
model strata-by-covariate interactions may be estimated. An additional feature
of the conditional risks model is that the model may be estimated in either
elapsed time (i.e., time from each unit’s entry into the observation set) or in
interevent time (also referred to as “gap-time”), defined as the duration since
the previous event.” The PWP model’s explicit ordering of sequential events
makes it an intuitively appealing choice for the majority of repeated events
applications in political science, particularly in instances where the events in
question necessarily occur sequentially and where a unit is not “at risk” for a
later event until all previous such events have occurred. Moreover, Oakes (1992)
notes that because the PWP model takes into account the ordering of events, it

8 Therneau and Hamilton (1997) clearly illustrate the difference between the WLW and PWP
models by pointing out that if events occurred at 100 and 185 days and the subject has been
observed for 250 days, then the WLW model treats the subject as “at risk” for the second event
from day 0 to day 185. In contrast, since an observation cannot be at risk for event two until event
one occurs, the PWP model only places the subject “at risk” for the former from day 101 to day
185.

The latter correspond to “renewal” or “semi-Markov” models (e.g., Lancaster 1990, 85-97), of
which the Poisson process is a special case.
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provides efficiency gains over the marginal model. The similarities and differ-
ences of the variance-corrected models are summarized in Table 1.'° The par-
tial likelihoods are the same for the WLW, PWP elapsed time, and PWP gap
time models. Note that the partial likelihood for the AG model is unrestricted/
unstratified, whereas it is stratified for the other three models.'!

All three models use robust variance estimates (Lin and Wei 1989) to ad-
dress the potential for interdependence due to repeated events. Robust standard
errors assume that observations are independent across units (or “clusters”) but
not necessarily within those units. The robust variance estimator is then based
on a “sandwich” estimate:

Ve=V 'BV! )

where V™! is the usual variance estimate of a Cox model (that is, the inverse of
the information matrix V) and B is a correction factor (see Appendix A for
details). There are several ways to motivate this correction, for example, as the
proper variance when a likelihood for distribution f'is fit, but the data come
from g (Huber 1967) or as an approximation to the jackknife estimate (Ther-
neau 1997). Because the unobserved intracase correlations are generally posi-
tive, the estimates of the variance-corrected standard errors are typically larger
than those from a “naive” estimate based on V.

19 Considerable care should be taken when organizing one’s data for the variance-corrected mod-
els because the data organization defines the risk set. Therneau (1997), Therneau and Hamilton
(1997), and Cleves (1999) present exceptionally clear descriptions of this process. For the AG and
PWP models, each subject must contain one row (for time-invariant data) or set of rows (for time-
varying data) for each event or censored period. For the WLW model, by contrast, each observation
(or set of time-varying observations) appears in the data once for every possible event rank. Thus,
if the researcher observed a maximum of k events, information for each subject would appear in
the data & times, once for each event rank. In all three variance-corrected models, time-varying
covariates may be included, at some complication to the data structure. Likewise, because of the
differences in data organization, it should also be stressed that the various variance-correction
models “may yield parameter estimates of a similar value for the same covariate, yet their inter-
pretation is quite different because entirely different processes are being modeled” (Hosmer and
Lemeshow 1999, 312). This is particularly true regarding the differences between elapsed-time and
gap-time implementations of the PWP model; we discuss this at greater length below. For inter-
ested readers, we have provided an appendix that outlines and illustrates the organization of the
data for the models discussed here for both time-constant and time-varying data; this appendix is
available at http://www.emory.edu/POLS/zorn/Data/.

"The notation for the partial likelihoods and hazards comes directly from Kelly and Lim (2000).
Specifically, T, is the time until the kth event for the ith subject, C;, is the censoring time for the
kth event in the ith subject, and X, is the observed duration (i.e., X;, = min(T;,,C;,)). The cen-
soring indicator is &, = I(T;, = C;,). Interevent times are defined as Gy = X;, — X, _;, with
X;o = 0. They also define A, (¢) to be the hazard function for the kth event of the ith subject at
time #, A(¢) represents a common baseline hazard for all events, and Ay (7) is an event-specific
baseline hazard for the kth event. Covariates are defined as Zy = (Zly,...,Z;)" for the ith
subject with respect to the kth event, with Z;, = (Z{,...,Z{x) as the covariate vector for the ith
subject, where K is the maximum number of events within a subject, and 8 = (B,,...,8,)" is the
p X 1 vector of regression parameters to be estimated (Kelly and Lim 2000, 18).
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Model Comparisons

In comparing these alternative models, the key factor to be considered is the
consistency of the model’s assumptions with the data-generating process in ques-
tion. The primary advantage of the AG model is its simplicity; in addition, the
counting process formulation of the AG model has the advantage of preserving
the sequence of events in that it only allows subjects to be “at risk” for the kth
event if that unit has already experienced k& — 1 previous ones (see Fleming and
Harrington 1991). Its primary drawbacks are its assumption of independence
across events within a unit, the restriction of the baseline hazards across all
events, and its concomitant inability to estimate separate variable effects for
those events except via time-dependent covariates, a technique Lin (1994) sug-
gests may yield misleading results.

By contrast, the WLW model estimates different baseline hazards across events
and provides estimates of the possible change in treatment effect over time
through the use of strata-by-variable interactions (Therneau and Hamilton 1997,
2044). In this respect, the WLW model may be a better choice when events are
nonindependent or when covariate effects may change across events. At the
same time, numerous authors have questioned the WLW assumptions with re-
spect to the specification of the risk set (e.g., Cook and Lawless 1997); in
many instances, the failure of the WLW model to preserve the sequence of
events in specification of the risk set will not accurately reflect the data-
generating process. Oakes (1992) notes that relative to the conditional model,
the marginal model is inefficient because it fails to make use of the informa-
tion contained in the ordering of events. An equally important issue is that the
marginal model may badly strain the proportional hazards assumption (Ther-
neau 1997; see also Box-Steffensmeier and Zorn 2001), particularly in in-
stances where separate, strata-specific covariate effects are not specified.

Intuitively, the PWP model’s preservation of the order of sequential events
in the creation of the risk set renders it an attractive alternative. The appeal of
this model is supported by several recent studies comparing the various variance-
corrected models. Kelly and Lim (2000) evaluate four key components (risk
intervals, baseline hazards, risk sets, and correlation adjustments) with simu-
lated and actual data in order to systematically identify how variance-
corrected models differ from each other and to assess the best modeling approach
for repeated events. They recommend the conditional (PWP) gap-time model
for repeated events, particularly when within-subject events are conditionally
independent. Similarly, Bowman (1996) uses simulation evidence to deter-
mine the best approach to the analysis of repeated events data. He considers
the level of significance, power, bias, and mean squared error for several
estimators and also concludes that the PWP model is preferred. Thus, analysts
using variance-corrected approaches have strong statistical evidence favoring
the conditional model for repeated events analysis from among the possibili-
ties available.
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Within the PWP model, one still needs to consider which risk interval (time
from entry or time from previous event) follows most closely from the question
being posed by the substantive inquiry. Note that elapsed times “have a ‘carry-
over’ effect . . . the total time of the second risk interval includes the first inter-
val; the third risk interval contains the first and the second intervals, and so
on” (Kelly and Lim 2000, 28). That is, elapsed times are typically correlated
even if gap times are not (Lipschutz and Snapinn 1997). In some applied con-
texts, the choice is relatively clear. For example, in a recent study of when and
why members of the U.S. House of Representatives change their long-term po-
sitions on controversial issues, such as abortion, considering elapsed time clearly
makes the most sense. Meinke (2001) contends that there are important limits
to the stability that scholars have long observed in congressional voting: mem-
bers follow their past positions in order to make economical decisions on sim-
ilar questions over time, but changes in their decision environment can lead
them to discount the value of their past decisions and to change their position,
even when their actual policy views have not changed. Here, the elapsed time
method is superior to gap time “because members can be thought of as devel-
oping a risk of switching not only the first time but also a second or third time
from the time of their first vote” (2001, 35). Put differently, members develop a
risk of position instability, which begins with their first vote on an issue.

In most instances, we expect that the PWP gap-time approach will offer the
best combination of characteristics for addressing questions of interest to polit-
ical scientists, including such diverse studies as those of the duration of state
constitutions (see Hammons 1999), confirmation of executive branch nomina-
tions (McCarty and Razaghian 1999) and international conflict (e.g., Beck,
Katz, and Tucker 1998; Oneal and Russett 1997, 1999). Using elapsed time
presumes there are substantive reasons to believe that “clock should restart”
after each event; such a model is used to determine the effect of covariates on
the kth event since the time from the previous event. In contrast, elapsed time
models assess the effect of covariates on the kth event since the time of the
start of the study. Using gap time, one could determine, for example, whether
an imposed settlement would be effective for delaying the first subsequent con-
flict but not second and subsequent ones (Werner 1999).

The primary criticism of the conditional model in light of this recent work is
that for higher ranked events, the risk set may be very small (since few obser-
vations have experienced the events necessary to place them in the risk set for
that event), yielding estimates that may be both unstable and imprecise (Wei,
Lin, and Weissfeld 1989). This is particularly true when separate variable ef-
fects are estimated for second and higher order events. However, this can be
relatively easily addressed by combining several higher level risk sets based on
theoretical and/or statistical criteria. Alternatively, the analyst can acknowl-
edge that the standard error bounds may be very large for estimates on higher
ranked events due to the low numbers of uncensored observations in those
categories.
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For applied researchers, the key factors to consider when addressing re-
peated events should be the characteristics of the data-generating process. That
is, consideration must be given first and foremost to the process by which re-
peated events occur. Importantly, researchers need to remember that the inter-
pretation differs across these models because of the different conditioning
assumptions.

We discuss the models in the order they appear in our paper. First, despite
being one of the most widely used models in the literature, the AG model’s
unrestricted/unstratified risk set make it an unacceptable choice if the hazards
are expected to change after each event. Consequently, we expect that the AG
model will rarely be appropriate for political science applications. In fact, if
there is any doubt that the baseline hazard may change with each event, this
restrictive assumption of the AG model needs to be relaxed; thus we expect the
AG model to be satisfactory only in unusual cases. In short, the AG model
lacks the detail and versatility of event-specific models (Kelly and Lim 2000,
32). If multiple events may develop simultaneously (as in the coup example),
marginal approaches are appropriate. However, we expect this also to be rare;
in general, the assumption that an observation can be at risk for the kth event
even before any or all £ — 1 events have occurred lead us to expect that the
WLW model will not be widely used for the study of repeated events. Purely
sequential events, such as intradyadic conflicts, suggest methods that retain the
ordering of events. In these cases, a PWP conditional model should be used.
Below, we illustrate the use of these various models in practice and show how
they lead to significantly different results in the analysis of international con-
flicts during the post-World War II era.

Repeated Events and International Conflict

While its importance has always been without question, the prevention of
international military conflict has taken on particular significance in our increas-
ingly interdependent world. Indeed, Kirby (1999) foresees that with the rise of
the global community, there will be more frequent and pronounced tensions be-
tween states as they attempt to maintain political and ideological integrity in the
face of decreasingly autonomous economic and cultural identities. Thus, inter-
state “conflict is a critical, core, international political interaction” (Diehl 1999),
and despite the controversies between realists and neoliberal international rela-
tions scholars the study of conflict remains a central focus of the field.

In recognition of its central role in the creation and maintenance of inter-
national security, questions surrounding the causes of international conflict have
received a tremendous amount of attention by scholars. While significant de-
bates exist regarding those causes, arguably the most prominent view is that of
the “liberal peace” (e.g., Russett 1993). Liberal theory is the locus of the hugely
influential “democratic peace” literature, currently one of the most important
and active research programs in political science, and one with enormous pol-
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icy ramifications.'? The fact that democracies rarely fight one another has come
to be regarded as part of the conventional wisdom and has been characterized
as the only law-like generalization in the study of international relations (Levy
1988). A host of studies have addressed the origins, existence, and extent and
of the democratic peace phenomenon (e.g., Bremer 1992; Bueno de Mesquita
et al. 1999; Cederman 2001; Dixon 1994; Fearon 1994; Lake 1992; Maoz 1998;
Maoz and Abdolai 1989; Maoz and Russett 1993; Oneal and Russett 1997; Ray
1995; Rousseau et al. 1996; Russett 1993; Ward and Gleditsch 1998). Liberal
international relations theorists have also led the way in considering the rela-
tionship between conflict and economic interdependence (e.g., Barbieri and
Schneider 1999; Beck, Katz, and Tucker 1998; Mansfield 1994; Morrow 1999;
Oneal and Russett 1997, 1999), as well as that between conflict and inter-
national organizations (e.g., Diehl 1997; Russett, Oneal, and Davis 1998).

At the same time, there is a sharp difference between much of the work on
the liberal peace and the theoretical literature that considers international con-
flict as a repeated phenomenon. Students of international politics have long
recognized the importance of repeated conflicts among nations; this is most
apparent in the extensive body of work on enduring rivalries (see, e.g., Gartzke
and Simon 1999 and citations therein). While estimates of the incidence of
such disputes vary, it appears that at least 50% of all post-World War II inter-
national disputes represent the second time—or more—that conflict between
the states involved has occurred. That is, fully half of all international conflict
was presaged by earlier conflict(s) between the same nations. Moreover, a num-
ber of studies suggest that nations that have engaged in disputes in the past will
behave differently from those facing an opponent for the first time (e.g., Jervis
1976; Levy 1994; Reiter 1994, 1996).

Put simply, we have reason to believe that second (and further) disputes are
different. Yet, remarkably, quantitative scholars have largely ignored this funda-
mental distinction, instead treating the first, second, and even the tenth dispute
in a series as equivalent. The result of this oversimplification is to leave us with
an incomplete, and in many respects incorrect, picture of the true relationship
among democratization, economic growth and trade, institutions and alliances,
and the onset of war. Thus, in the case of international conflict studies, we
believe there are strong theoretical as well as methodological reasons for con-
sidering repeated events.

Models of Repeated Disputes

We reexamine the liberal peace hypotheses using Oneal and Russett’s (1997)
data on the relationship among economic interdependence, democracy, and peace;

12Beck, Katz, and Tucker point out that between 1993 and 1998, over 75 papers on the demo-
cratic peace agenda were published or presented at conferences (1998, 1274).
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TABLE 2

Variance-Correction Models for Repeated Events

Cox Prentice et al.
Regression: Prentice et al. (PWP):
Time to Andersen-Gill Wei et al. (PWP): Interevent
Variable First Event (AG) (WLW) Elapsed Time Time
Democracy —0.424** —0.439%* —0.438** 0.162 0.099
(0.125) (0.123) (0.123) (0.103) (0.075)
Growth —2.202 —3.227%* —3.183%%* —3.776%* —3.422%%*
(1.903) (1.318) (1.302) (1.064) (1.242)
Alliance —0.450%* —0.414** —0.409%* 0.144 —0.202%*
(0.164) (0.170) (0.168) (0.108) (0.094)
Contiguity 1.054%* 1.213%* 1.203%* 0.287** 0.618%*
(0.177) (0.178) (0.176) (0.111) (0.104)
Capability Ratio —0.198%* —0.214%* —0.213%* 0.059* 0.056*
(0.079) (0.082) (0.081) (0.029) (0.025)
Trade —5.348 —13.162 —13.001 5.997 0.812
(13.737) (13.827) (13.717) (6.504) (9.604)
Wald Test 85.12%* 92.92%* 93.20%* 34.54%* 51.09%*
N 17158 20448 163584 20448 20448

Note: Cell entries are coefficient estimates; standard errors are in parentheses. One asterisk
indicates p < .05, two indicate p < .01 (one-tailed). See text for details.

this approach allows easy comparisons to previous results.'®> The data consist
of 20,448 annual observations on 827 “politically relevant” dyads between 1950
and 1985. Following Beck, Katz, and Tucker (1998), we model the hazard of a
militarized international conflict as a function of six primary covariates: a score
for democracy (based on the Polity III data), the level of economic growth, the
presence of an alliance in the dyad, the two nations’ contiguity, their military
capability ratio, and the extent of bilateral frade in the dyad. Liberal theory
suggests that all variables except contiguity ought to decrease the hazard of a
dispute, while contiguity should increase it. In addition, we address the issue of
repeated conflicts through the application of the variance correction models
outlined above; these estimates are presented in Table 2.

For a point of comparison on the question of multiple events, we begin with
a model that considers only “first events.” This model uses data only on the

13Beck, Katz, and Tucker (1998) also use these data; like them, we limit our analysis to obser-
vations that are not continuations of conflicts. See Oneal and Russett (1997) for details of the
variables and coding. Other studies that have used these data include Gartzke (1998, 2000), Maoz
and Russett (1993), Oneal et al. (1996), Oneal and Russett (1997, 1999), Reed (2000), Russett
(1993), and Russett, Oneal, and Davis (1998).
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time until each dyad’s first post-War dispute and thus implicitly presumes that
the first event is representative of all events, a questionable assumption here as
in most situations.'* In addition, omitting second and subsequent disputes re-
sults in a loss of data and information, with resulting efficiency losses (Barai
and Teoh 1997). As seen in Table 2, the first-events model also tends to under-
estimate covariate effects relative to the others; these differences are most clearly
reflected in the variable for growth, where the first-events model is the only
one that fails to find a significant effect for that variable. Our results are thus
consistent with Beck, Katz, and Tucker (1998), who recommend against con-
sidering only first events in such data.

The second column of Table 2 presents the simplest repeated events model,
that of Andersen and Gill; because it offers the simplest approach, the AG model
provides a useful baseline for comparison with the other models. The AG gives
the same parameter estimates as a standard Cox model, but it estimates robust
standard errors clustered by dyad to account for repeated measures. Here, the
robust standard errors are larger than the naive estimates (not shown), though
the differences are not great. Results of the AG model are also similar to those
of Beck, Katz, and Tucker’s (1998) grouped duration model: all variables save
that for trade are statistically significant and in the expected directions, with,
for instance, a one-unit increase in the democracy variable corresponding to a
[(exp(—0.439) — 1) X 100 =] 36% decrease in the hazard of conflict at any
given time.

Results for the marginal model of Wei, Lin, and Weissfeld (WLW) are pre-
sented in column three of Table 2. Recall that the WLW model permits separate
baseline hazards for each event number but also allows dyads to be “at risk”
for the second, third, etc. dispute from the beginning of the observation peri-
od."”> Here, the AG and WLW results are strikingly similar, likely due to the
fact that both models use the same timescale (that is, time from entry). This
similarity also seems to suggest that little is to be gained, in this example, from
allowing baseline hazards to vary by event. Note, though, that the creation of
the “risk set” in the WLW model makes interpretation of the WLW coefficients
themselves difficult (Cook and Lawless 1997) since they are in fact a weighted
average of the effects across each of the dispute numbers. Moreover, to the
extent that dyadic conflict is a necessarily sequential process, it is likely that
the results of the WLW model do not accurately reflect the means by which
international disputes arise.

“The exception is, of course, when one is intrinsically interested in modeling the time to a first
event. For example, Box-Steffensmeier (1996) studies the deterrence effect of a war chest on the
time until entry of the first high-quality challenger in an incumbent’s reelection race.

'3 Graphical tests of the proportional hazards assumption (e.g., Grambsch and Therneau 1994),
not shown here, suggest that the assumption is generally valid when the data are appropriately
modeled as a repeated events problem; however, it is also clear that hazards grow less proportional
in the higher strata as the number of dyads experiencing a high number of events decreases.
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The final two columns of Table 2 present results for the PWP models; the
first models elapsed time from entry, while the second models the time from
the previous event. In both instances, dyads are not considered “at risk” for a
kth conflict until after the occurrence of the (k — 1)th dispute. While there are
a few similarities, the PWP models also yield results that are quite different
from those already discussed: for example, the democracy and capability ratio
variables are now positive but only the capability ratio is statistically signifi-
cant, while the effect for alliances is significantly smaller than in prior models.
In nearly all cases, the effects of the variables are estimated to be smaller than
in either the AG or WLW specifications.

The differences across models highlight the fact that whether one chooses to
model repeated events, and if so, how that modeling is done, is vitally impor-
tant to one’s conclusions. A key reason for the differences is the specification
of the risk set for a particular event. As noted by Kelly and Lim (2000), among
others, the WLW model’s “semi-restricted” risk set often results in significant
“carry-over” effects, analogous to sample selection. If a particular variable has
a negative influence on the hazard, “then treated subjects will have fewer events
in the same period. A semi-restricted risk set includes all subjects in each event
stratum, and so with each consecutive event the number of treated subjects
with a censored observation increases. These censored observations are com-
pared to those untreated subjects who are experiencing an event, and so exag-
gerate the treatment effect in the later strata” (29). Thus, scholars need to be
aware of the different modeling assumptions made by each of the various ap-
proaches, in particular, whether the ordering of events is preserved or not. Be-
cause of the conditioning assumptions—the choice of different risk sets—care
needs to be exercised in the interpretation of the different models. That is, the
interpretation of the parameter estimates is different across the models. For
example, in the PWP model, the analyst must recognize the contingent influ-
ence of the independent variables on the second and higher order events: Pr(first
failure|X), Pr(second failure|first failure,X), Pr(third failure|first failure,sec-
ond failure, X), etc. In contrast, the AG model is simply Pr(any failure|X). This
is a subtle but important point that makes cross-model comparisons difficult.

At a substantive level, the absence of a strong negative relationship between
democracy and international conflict may be surprising at first; yet, this fact
only serves to emphasize the importance of addressing the issue of repeated
conflict. A consistent finding in international relations is that in general democ-
racies fight less often than autocracies, but also that democracies tend to select
into wars that they believe they will win (e.g., Reed 2000; Reed and Clark
2000; Reiter and Stam 1998). This suggests, among other things, that baseline
hazards change from one dyadic conflict to the next, a fact that the AG model
is incapable of addressing. Similarly, because democracies self-select into more
winnable wars, the WLW model undoubtedly overstates the effect of democ-
racy since there are likely to be increasingly lower proportions of democratic
disputants in higher conflict strata. Only the PWP models, which both allow
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for discrete changes in the baseline hazard from one dispute to the next and
impose a sequentially structured risk set, can account for both the differences
in baseline hazards across conflicts and the “selection effects” over those same
conflicts. The same selection phenomenon likely explains the otherwise anom-
alous result for the effect of relative military capabilities.

A useful way of comparing these models is to examine similarities and dif-
ferences in their predicted baseline hazards. Figure 2 plots smoothed baseline
hazards for the four central repeated events models in Table 2; several inter-
esting characteristics are apparent. First, as we would expect, given the similar-
ity of the coefficient estimates, the baseline hazards for the AG and WLW models
are almost identical and highly correlated at 0.91. In addition, both baseline
hazards are very low, reflecting the fact that only a small number of observa-
tions at risk in these two models experience a conflict. In contrast, the baseline
hazards for the two conditional models are substantially higher and also exhibit
greater variability. The effect of the decreasing size of the conditional models’
risk sets over time is also apparent, both in the higher overall predicted hazards

FIGURE 2

Baseline Hazards for Repeated-Events Models
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and in the greater variability and instability of the estimates at later time points.
Moreover, the hazard for the elapsed-time model is generally decreasing, while
that for the interevent-time model increases slightly. The difference is consis-
tent with the fact that, while the incidence of conflict has, on average, declined
over the period studied, the hazard of conflict from one event to the next re-
mained relatively constant. The clear implication is that hazards for first dis-
putes differ significantly from those for second and further conflicts.

Event Counter Corrections and Parameter Stability

In their influential article, Beck, Katz, and Tucker (1998) touch on the issue
of recurring events by incorporating into their model a variable that counts the
number of previous events that have occurred to that dyad. The effect of this
variable is to introduce a rudimentary form of event dependence by allowing
the baseline hazard to increase or decrease by a set proportion with each sub-
sequent conflict. This approach has also been recognized by other scholars,
who note that, particularly in the context of the AG model, the only way to
incorporate information about repeated events into one’s analysis is through the
introduction of such covariates (e.g., Wei, Lin, and Weissfeld 1989).

This event counter solution to repeated events is appealing in its simplicity,
and in some instances, the assumptions that underlie it (i.e., that the odds of an
event increase by a factor of proportionality with each subsequent event occur-
rence) will be reasonable. Here, however, we have reason to believe that a sim-
ple monotonic change in the baseline hazard will not fully capture the effects
of repeated events.'® Moreover, as we note above, there are numerous reasons
to believe that variable effects will differ across events. Thus, we compare the
Beck, Katz, and Tucker event counter approach to the previous results and to
the PWP model in which the covariate effects are explicitly allowed to vary by
event number. In so doing, we can assess the relative usefulness of the Beck
et al. approach and the alternative methods presented here.

Comparing the first column of Table 3 with the results in Table 2, we see that
the results for the model of all conflicts—presented in column 1—bear a strong
resemblance to those in column 2 of Table 2, albeit with slightly smaller coef-
ficient estimates for most variables.!” In both models, the effects of all vari-
ables save trade are as predicted, statistically significant and relatively large.
Furthermore, the estimate for the previous events counter suggests that the ef-

16Beck, Katz, and Tucker also note that the event counter solution to repeated events is “primi-
tive” (1998, 1272); nonetheless, event counters have been widely adopted by applied researchers.

'"Because the Cox model explicitly allows for an unspecified baseline hazard, inclusion of
Beck, Katz, and Tucker’s (1998) peace-year splines is not necessary here. All models in Table 3 are
estimated in interevent time, as in the final column of Table 2; this means that only observations
that experienced an event were considered “at risk” for a subsequent event. The maximum number
of separate conflicts observed in the data is seven; however, because of the relatively low number
of observations experiencing five or more events, we collapsed these events into a single category.
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TABLE 3
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Event Counter and By-Conflict PWP Models of International Conflict

Separate PWP Models, By Conflict

PWP with
Previous Fifth or
Event First Second Third Fourth Higher
Variable Counter Conflict Conflict Conflict Conflict Conflict
Democracy —0.322%* —0.424%** —0.143 —0.145 0.397 0.931
(0.105) (0.125) (0.217) (0.426) (0.514) (0.580)
Growth —3.530%* —2.202 —5.197* —4.837* —5.145 12.145
(1.187) (1.903) (2.830) (2.770) (4.072) (8.163)
Alliance —0.303*%* —0.450%* —0.272 —0.154 —0.003 —0.599
(0.127) (0.164) (0.230) (0.350) (0.399) (0.596)
Contiguity 0.877%* 1.054%* 0.906%** —0.017 1.104%* 2.524%%*
(0.135) (0.177) (0.260) (0.350) (0.434) (1.046)
Capability —0.195%* —0.198** —0.062 0.056 —0.076 0.326
Ratio (0.071) (0.079) (0.090) (0.375) (0.306) (0.492)
Trade —4.075 —5.348 10.940 13.906 —29.276 —315.841
(10.671) (13.737) (17.873) (36.329) (35.593) (216.778)
Previous 0.310%* — — — — —
Conflicts (0.040)
Wald Test 293.06** 85.12%* 22.07** 3.44 8.33 34.17**
In(L) —2585.36 —1259.03 —450.29 —213.90 —83.18 —36.47
N risk 20448 17158 2084 725 342 134
Nconflicts 405 205 98 57 28 17

Note: Cell entries are coefficient estimates; robust standard errors are in parentheses. One aster-

isk indicates p > .05, two indicate p < .01 (one-tailed). See text for details. All models are esti-
mated in interevent time.

fect of each additional previous dispute is to increase the baseline probability
of a subsequent dispute by 36.3%.

Columns 2 through 6 of Table 3 present the results of separate models for
each conflict; these models simply estimate separate coefficients on all obser-
vations at risk for the first, second, etc. conflict. Thus, as in the stratified mod-
els in Table 2, each event is allowed its own baseline hazard; here, each covariate’s
effect on the hazard is also allowed to vary for each subsequent conflict. Im-
mediately apparent is the effect of the limited risk sets: estimates for each sub-
sequent conflict are based on successively smaller numbers of observations,
and standard error estimates increase almost uniformly across the columns as a
result. Similarly, with the exception of the final column, the joint significance
of the models also decreases with increasing numbers of conflicts, suggesting
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that the models do a progressively worse job of explaining the incidence of
conflict as greater numbers occur. Taken together, these results are strongly
consistent with the warning of earlier authors suggesting the possible effi-
ciency losses accompanying strata-by-covariate interactions (e.g., Wei, Lin, and
Weissfeld 1989).

The results are also quite interesting for what they reveal about the nature
and effects of repeated conflicts. The effects of some factors (e.g., contiguity)
remain relatively constant across repeated events. The effect of growth is also
relatively stable, though in only one instance does its estimate attain conven-
tional levels of statistical significance. In other instances, however, the effects
of variables change dramatically over successive events. This is most true for
the effects of the trade and democracy measures. Interestingly, while the effect
of trade fluctuates between positive and negative, at no time are the coeffi-
cients estimated precisely enough for us to say with any confidence that the
effect is other than a statistical artifact. For democracy, on the other hand, we
find that the widely supported findings of a negative effect is driven entirely by
its effect on dyads’ first conflict; in second and subsequent conflicts, this ef-
fect largely disappears.

Perhaps most striking is the fact that after many repeated conflicts, the effect
of democracy is to make further conflict even more likely (p = 0.06, one-
tailed). This finding, seemingly unusual at first blush, is in fact consistent with
our earlier results concerning selection effects and changing hazards. More-
over, it also comports with a dynamic model of international interaction that
takes learning and beliefs into account. For example, Reiter (1994) illustrates
that nations adopt a relatively simple mode of learning in their decisions regard-
ing alliances: retain that which works, while modifying or rejecting strategies
that fail. To the extent that democracies tend to win wars more often than auto-
cracies (e.g., Bueno de Mesquita et al. 1999; Lake 1992), some democracies
may, over time, find conflict to be a “winning strategy,” particularly in their
relationships with autocratic states (Bennett and Stam 1998). Such effects can-
not be uncovered by simply allowing the baseline hazard to change monotoni-
cally with each additional conflict.'®

Conclusions

Repeated events data are common to political science applications, as many
of the phenomena in which we are interested can occur repeatedly over time.
Here we have outlined a set of methods researchers may confidently use to
model repeated events data. While we focus our analysis on one example for

'8One can also plot the hazard rates for the PWP interevent time models by event number (not
shown). Doing so indicates that the hazard rates do vary significantly by event number: hazards
both increase and grow steeper as event numbers increase, with the highest hazard rate for events
numbering five or more. This provides additional evidence against the AG model, which imposes a
common baseline hazard for all events.
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coherence, these methods are applicable to a diverse set of topics in political
science. Studies of wars (Bennett and Stam 1996), coups (Londregan and Poole
1990), cabinet formations (Warwick 1992), presidential nominations to the ex-
ecutive branch (McCarty and Razaghian 1999), state constitutions (Hammons
1999), and Congressional committee assignments (Katz and Sala 1996) are all
examples of the wide range of events to which these methods may be profit-
ably applied. Moreover, the approaches we present are relatively simple to im-
plement because they require only the accurate definition of risk sets and durations
and the estimation of simple stratified Cox models, a technique available in a
host of widely used software packages (e.g., SPSS”, SAS”, and Stata”).

On the basis of both statistical and theoretical criteria, we recommend the
conditional interevent time model of Prentice, Williams, and Peterson (1981)
for most instances of repeated events in political science. We emphasize, how-
ever, that model selection should be driven by substantive considerations spe-
cific to the question and data at hand. In particular, the nature of the means by
which repeated events occur (that is, sequentially or simultaneously) and the
corresponding construction of the risk set for each datum should provide the
primary motivation for selecting one model over another.

Our illustration of the application of these methods, using data on inter-
national conflict, highlights the importance of accounting for temporal depen-
dence due to repeated events. We demonstrate that the techniques we suggest,
in addition to their statistical advantages, offer the potential for greater insights
into the processes under study by accurately accounting for the empirical facts
and theoretical understandings of repeated conflicts. Thoughtful application of
models that account for repeated events raise and answer interesting questions
about the means by which the democratic peace phenomenon occurs, as well as
unifying empirically a number of heretofore disparate empirical findings with
respect to that phenomenon.

Manuscript submitted 5 March 2001
Final manuscript received 30 January 2002

Appendix A:

Calculation of Robust Standard Errors

All of the variance-corrected models rely on “robust” standard errors to ac-
count for interdependence across repeated or otherwise heterogeneous events.
The standard maximum-likelihood variance estimate is based on the negative

inverse of the Hessian:
. < —9*InL )_1 Al
- aBz ( . )
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A more general “robust” estimate (e.g., White 1980) is equal to:

N
Ve=V 2, (wu)V (A.2)
i=1
where u; is the contribution of 7 to the scores d/nL/d, i.e., dlnL,;/d, evaluated
at the estimated (. This is the familiar “sandwich” estimator of the variance
(e.g., Greene 1997, 504-5).

In the case of heterogeneous data, we can account for correlation within
“clusters” by summing scores first within clusters, and then across them, be-
fore correcting the variance matrix. So, for N clusters j = {1,2,... N}, each
consisting of n; observations i = {1,2,...nj}, the “clustered” robust variance-
covariance matrix is:

N¢ n; ’ n;
Ve=V2 [\ Duy ) | Zuy ||V (A.3)
j=1[ \i=1 i=1
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