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Peers influence students’ academic decisions and outcomes. For example, several studies with
strong claims to causality demonstrate that peers affect the choice of and persistence in majors.
One remaining issue, however, has stymied efforts to translate this evidence into actionable
interventions: the literature has not grappled adequately with the fact that in natural settings,
students typically select most of their peers. The bulk of causal evidence for peer influence comes
from exogenously assigned peers (e.g., roommates) because peer effects are easier to identify
in such cases. However, students do not form their most important ties for the convenience of
scientific inference. In order to link theory and practice, we need to understand which peers
are influential. We employ longitudinal, multiplex network data on students’ choices of and
persistence in their majors from 1260 students across 14 universities to identify likely causal
pathways of peer influence via self-selected peers. We introduce time-reversed analysis as a
novel tool for addressing some selection concerns in network influence studies. We find that
peers with whom a student reports merely spending time, rather than—e.g., close friends, study
partners, esteemed peers—consistently and potently influence their college major choice.

Peers exert significant influence on individuals’ academic-related decisions and outcomes such
as educational aspirations, educational attainments, and academic performance in higher edu-
cation (Haller and Butterworth, 1960; Duncan et al., 1968; Woelfel and Haller, 1971; Hout and
Morgan, 1975; Davies and Kandel, 1981; Buchmann and Dalton, 2002; Poldin et al., 2016; Balsa
et al., 2018; Min et al., 2019). Scholarship establishing conclusively causal roles for peers in
influencing real-world occupational and educational outcomes has come primarily from studies
that leverage natural experiments where peers are exogenously assigned (An, 2011; Sacerdote,
2014). Roommates and classmates are two types of exogenously assigned peers commonly used
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to identify causal peer effects. Unfortunately, such approaches are necessarily mute regarding the
influence of endogenously assigned (i.e., self-selected) peers, and most peers are self-selected. As
a result, we know very little about which types of self-selected peers are causally involved in
many important outcomes. This lack of knowledge is problematic because self-selected peers,
not exogenously assigned peers, are likely to be the more influential peers. Research shows that
efforts to use peer influence toward policy goals can be completely negated if those efforts are
based on exogenously assigned peers while neglecting the important influence of self-selected
peers (Carrell et al., 2013). The current study seeks to identify a likely causal role for self-selected
peers on college students’ choice of major and to compare empirically the relative influence of
different types of self-selected peers.

Identifying a likely causal role for peers is a distinct empirical challenge (An, 2011). In particular,
three problems loom large: the selection problem (Aral et al., 2009; Shalizi and Thomas, 2011),
the reflection or simultaneity problem (Manski, 1993; An, 2016), and environmental confounding
(Manski, 1993; VanderWeele and An, 2013). The selection problem comes from the fact that we
play a role in choosing our own social contacts. This choice creates the possibility of reverse
causation from apparent peer influence: it may be the case that we do not change because of
our contacts, but that our choice of contacts is a signal that is correlated with our direction of
likely change. The reflection or simultaneity problem comes from the fact that if peer influence
is present, then peers influence each other simultaneously. In such a system of simultaneous
changes, how do we disentangle the sources of influence from their effects? Environmental
confounding refers to the fact that while we are with our social contacts, we are likely to
experience similar exposures along with our contacts. When these exposures themselves are
influential, we and our contacts are likely to be influenced in similar ways resulting in similar
outcomes between us and our contacts.

Scholars have enlisted clever research designs and analytic techniques to solve the problems of
selection, reflection, and environmental confounding to identify peer effects. Both the reflection
and environmental confounding problems are commonly addressed using lagged or causally prior
sources for influence (VanderWeele and An, 2013). So an alter’s influence on a focal college
student’s academic performance, for example, would not be tested using the alter’s academic
performance in college, but instead using a causally prior indicator of academic performance
such as the alter’s Scholastic Aptitude Test (SAT) score prior to starting college (e.g., Sacerdote,
2001; Zimmerman, 2003).

To address selection, researchers have used either exogenously assigned peers to side-step the
selection problem or longitudinal network data approaches to try to statistically correct for the
contributions of selection (Steglich et al., 2010; Lomi et al., 2011). While the former approach
supports strong causal inferences, that approach obviates the ability to identify influence from
self-selected social contacts. While the latter approach addresses selection at least in part, it does
not support unambiguously causal inferences (VanderWeele and An, 2013). In addition, these
longitudinal methods cannot yet compare in a single analysis the relative influence of different
tie types. Neither of these two approaches to addressing selection can be leveraged in service
of our goal to compare pathways of peer influence among self-selected peers on college major
choice.

To move forward, this paper adapts an existing method—time-reversed analysis associated
with Granger causality in time-series analysis (Ding et al., 2006)—toward addressing selection
for self-selected ties. In settings where information flow follows a clear temporal order, but that
information process involves simultaneous spurious causation effects, a time-reversed analysis is
a validated method for disentangling causal information flow from noise and confounding effects
(Winkler et al., 2016). As with longitudinal approaches, our time-reversed approach only partially
addresses selection. Although this approach effectively disentangles time-invariant confounding
effects from influence, selection processes that are temporally ordered in a manner similar to peer
influence remain a source of confounding. This approach allows us to reject some cases of illusory
influence while simultaneously evaluating the relative influence on college major choice from
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several types of self-selected peers. To our knowledge, this paper provides the first application
of this time-reversal approach to identify and remove time-invariant selection effects from peer
influence.

The current study compares peer influence effects on major choice across five distinct social
ties (spend time, close friends, holds in high esteem, has difficulties with—a negative tie, and
study partners). The data for this study come from a longitudinal panel study over 3 years
of university scholarship recipients across 14 US colleges who live in a scholarship-sponsored
dormitory throughout their undergraduate years. Over 1200 students were asked to complete
surveys twice each fall semester. One of these annual Fall surveys, conducted near the start
of each academic year (August and September), collected demographic and major choice data.
The second annual Fall survey, conducted toward the end of the semester (mid-November and
December), included network roster surveys for multiple tie types.

We assess peer influence effects on students’ college major choice using information about
students’ parents’ occupations (e.g., Wang, 2021). As we develop more below, parents’ occupations
are a causally prior basis for peer influence and thus address both the reflection (Sacerdote, 2001)
and the environmental confounding (VanderWeele and An, 2013) problems. After estimating peer
influence effects in the usual time-forward analyses, we examine whether these effects remain in
a time-reversed analysis to test whether our influence findings can be rejected as deriving from
some spurious selection effects.

Leveraging these data and methods, we pose and answer the following focal question: which
types of self-selected peers exert more influence on major choice? We find that major choice is
significantly influenced by exposure to peers with whom a student spends more time, rather than
a more narrowly defined type of interaction or relationship. In supplemental analyses, provided in
the appendix, we also ask and answer the following five questions: (1) Are there gender differences
in peer influence effects on college major choice? (2) Are STEM major adoption and STEM major
persistence similarly subject to peer influence effects? (3) Do the peer selection tendencies of
different types of peers affect the likely success of policies seeking to leverage peer influence? (4)
Does a “wrong” analysis help reveal the strengths of the analytic approach used in this paper? (5)
Is there causal evidence for peer influence on major choice in these data?

Pathways of Peer Influence
Several studies in economics have examined peer effects specifically on college major choice.
Leveraging the quasi-random assignment of peers via roommates and classmates to address
selection and using causally prior peer outcomes such as admission test scores to address both
reflection and environmental confounding, these studies yield somewhat conflicting findings
regarding peer influence. While there is evidence for significant classmate influence on a
student’s college major choice (De Giorgi et al., 2010) and Science, Technology, Engineering, and
Mathematics (STEM) major persistence (Ost, 2010), there is no evidence for such influence from
roommates (Sacerdote, 2001). Both roommates and classmates are examples of exogenously
assigned peers. Why might there be significant evidence for a peer effect for one but not the other?
If the peer influence flows more strongly through some types of peers than through others, then
restricting our empirical scrutiny to exogenously assigned peers only ensures that consequential
aspects of peer influence processes remain hidden. Identifying whether and which types of self-
selected peers influence major choice is needed both to resolve these prior contradictory findings
and to elucidate the social pathways of peer influence. This section examines prior scholarship
regarding the pathways of peer influence.

Relationship Types and Peer Influence
Peer influence processes depend importantly upon the nature of the relationships defining the
ties. Positive affective links like friendship (Heider, 1958; Lazer et al., 2010), negative links like
antagonism (Litzler and Young, 2012), instrumental connections like work partnerships (Hasan
and Bagde, 2013; Poldin et al., 2016; Min et al., 2019), and role-model relationships like esteem
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(French and Raven, 1959; Spenner and Featherman, 1978; Buchmann and Dalton, 2002), in
addition to simple exposure (Leenders, 2002; De Giorgi et al., 2010; Ost, 2010; Sacerdote, 2011; Balsa
et al., 2018; Min et al., 2019), have all been shown to generate peer influence effects. There is both
empirical and theoretical support for significant peer influence via all five of these relationship
pathways in educational contexts and decision-making.

Theory and empirical evidence broadly favor the importance of friendship ties among students
(e.g., Krackhardt, 1992; Lazer et al., 2010; Torlò and Lomi, 2017). Flap and Völker (2001) hypothesize,
however, that the type of contact likely to serve as a conduit for peer influence depends on the tie
type matching the type of outcome under consideration. For example, in a study comparing the
strength of peer influence on academic performance—arguably a more instrumental outcome
than a social one—among three of our five types of ties, exposure and study-partner ties remained
strong and significant sources of influence while friendship ties were not a significant source of
influence (Hasan and Bagde, 2013). Similarly, Min et al. (2019) showed that a student’s test grade
was positively influenced by the average test grades of classmates (exposure ties) and that of a
learning companion (study-partner ties), although the effects of the former were much stronger.

Other theoretical perspectives based upon Heider (1958) suggest both the positive ties of
friendship and the negative ties of having difficulties getting along would have similar significant
contributions to peer influence outcomes. In the case of positive ties, being close friends with
someone should make the friend’s choice of major more attractive to ego. Conversely, having
a negative tie with an alter would be expected to make the preferences of that alter—such as
their major choice—less attractive to ego. Still, other theoretical perspectives point to the likely
importance of other tie types for peer influence.

Given the heterogeneity in empirical findings and theoretical guidance, college major selection
and persistence decisions are likely driven by some mix of one or more of these five network types.
By measuring this range of plausibly important tie types, we are in a strong position to resolve
the ambiguity in the literature as to which peer types are stronger sources of influence on college
major choice. We are also in an advantageous position to address the relative inattention to self-
selected peers in the extant literature on major choice. Neither theory nor empirics have fully
come to grips with the importance of self-selected peers in major choice. By identifying whether
and which types of self-selected peers influence major choice, we aim to offer novel insights into
the role of social contacts on educational and occupational outcomes.

How Are Peers Selected?
The process by which individuals select their peers is a critical consideration for understanding
and leveraging peer influence toward policy goals. Strong selection processes can often give rise
to the illusory appearance of peer influence (Shalizi and Thomas, 2011) and are likely to inflate
greatly estimates of influence when selection is not properly taken into account (Aral et al., 2009).

Students do have a strong tendency to befriend others with similar academic achievement for
various reasons including shared values and easy access to valuable resources (Flashman, 2012;
Kretschmer et al., 2018). These and related tendencies in the selection of peers can confound the
identification of peer influence effects. Addressing these confounding effects is necessary, but
the use of exogenously assigned peers side-steps the issue of the role of selected peers in ways
that can be problematic.

Problems Arising from Neglecting Self-Selected Peers in Studies of Peer
Influence: An Illustration
Carrell et al. (2009) and Carrell et al. (2013) usefully illustrate this issue. In the first study,
Carrell et al. (2009) found that cadets’ (at the US Air Force Academy) academic performance
was significantly and causally influenced by the academic ability (SAT verbal scores) of their
exogenously assigned squad-mates. This identified peer effect exhibited a contingency such that
cadets with lower academic ability were more affected by their peers. These findings presented
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an opportunity for an intervention to try to promote the academic performance of lower ability
cadets.

This intervention was tested in a randomized controlled experiment at the Air Force Academy
(Carrell et al., 2013). Bi-modal squads were created with many lower ability cadets, but also
many more higher ability cadets. The middle ability cadets were assigned to separate squads
which served as controls. The results were surprising: the lower ability cadets did significantly
worse than expected when assigned to squads with more higher ability cadets. How could this
happen? A causal peer effect that was carefully and rigorously identified in a prior study taking
place in the very same setting completely vanished in a well-designed follow-up field experiment
seeking to leverage that causal peer effect to help students. It is like turning on a light switch
in a room, but the room remains dark. When that happens, you know something in the causal
chain is broken. What was broken here? The experimenters attributed the reversal of the peer
effect to the observation that lower ability cadets in the bi-modal squads often formed ties with
their fellow lower ability cadets and avoided forming ties with other higher ability cadets. That
is, the endogenous effects of self-selected peer interactions had stronger and disrupting effects
on the small differences they had hypothesized as arising from assigned peers. In short, they
were using the wrong peers. And they did not know which peers would be the right peers to
use as their prior study excluded any consideration of self-selected peers by focusing solely on
exogenously assigned peers. Limiting empirical scrutiny to exogenously assigned peers gives us an
impoverished and incomplete understanding of peer influence that limits our ability to leverage
peer influence processes toward policy goals.

To apply findings about peer influence on college major selection and persistence, peer
influence from self-selected ties must also be understood. Doing so requires addressing directly
the issue of selection. This paper introduces an application of a time-reversed analysis to
disentangle peer influence from selection effects among self-selected ties. We do this analysis
across five different tie types. This paper is unusual both in comparing across five different tie
types for peer influence—most such papers examine just one or two networks—and for including
negative ties among the tie types. We find consistent evidence that exposure peers—the peers
students report spending the most time with—are the most influential peers for college major
and persistence choices.

Addressing Selection Via A Time-Reversed Analysis
While this paper’s approach to addressing the reflection and environmental confounding prob-
lems common to peer influence studies are well established in the literature, we are introducing
a new approach to addressing selection. The time-reversed analysis we propose as a tool for
addressing selection at least in part is taken from established methods in the sciences and
engineering where the signal from a temporally ordered process needs to be distinguished from
simultaneous other signals that may be spurious and noisy but are not similarly temporally
ordered (Ding et al., 2006). We argue that peer influence is a temporally ordered process, while
at least some spurious selection processes are not similarly temporally ordered, and so a time-
reversed analysis is a useful tool to distinguish between them.

What is peer influence, and what does it mean to argue that peer influence is temporally
ordered? In both basic and broad terms, peer influence is when ego experiences a counterfactually
different outcome because of ego’s interaction with one or more peer alters. Commonly, this
outcome is one of greater conformity, similarity, or alignment with a behavior or characteristic of
those peers. Academic performance; risk behaviors such as smoking, drinking, and drug use; and
occupational outcomes are among the many outcomes where peer influence toward similarity
or conformity has been demonstrated with strong causal certainty (Sacerdote, 2011, 2014). That
is, over time, an ego’s outcomes become more similar to or consistent with ego’s peer alters’
behaviors or characteristics as a causal result of their interactions. And perhaps obviously, in the
absence of peer interactions, ego’s outcomes may change or not but do so in a manner wholly
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independent from any peer influence. We take this growing similarity or alignment over time in a
manner that is causally attributable to peer interactions as a useful definition of peer influence.

Using this definition, what happens if we were to take this simplified movie-version of peer
influence, start at the end, and play the movie in reverse, going backwards in time? Watching
the peer influence movie played backwards, ego appears to become more different from ego’s
peers “after” interacting with them. The people who do not interact with peers may have changed
outcomes or not in this backward-playing movie, but again, their changes are wholly independent
from the influence of peers.

Peer influence is a temporally ordered process with a predictable pattern when time goes
forward—greater similarity with peers—and a predictable pattern when time is reversed—greater
dissimilarity with peers. The temporal order of peer influence enables a time-reversed analysis
to address some threats from selection. Specifically, a time-reversed analysis can be used to
disentangle or exclude the directional process of peer influence from other competing spurious
and simultaneous processes that do not have the same temporal directionality (Winkler et al.,
2016).

One type of selection effect in the context of peer influence is when ego selects their social
alters in a manner that is an indicator of ego’s likely future outcome. Relevant to the current
study, consider the situation where ego is uncertain about whether to be a STEM major (e.g.,
mathematics) or a non-STEM major (e.g., accounting). Ego is currently a non-STEM major but
still has more STEM major affinity than most non-STEM majors. Because of this affinity, the peers
whom ego seeks out tend to include more STEM majors than the peers of most non-STEM majors.
When we ask ego again later about their major plans, the same uncertainty exists, but this time
ego reports planning to pursue a STEM major. Other non-STEM major students who are certain
about their non-STEM major choice neither seek out interactions with STEM majors nor change
their major to a STEM major. A similar pattern could hold for someone who is uncertain about
their major but is currently a STEM major. That uncertainty can give rise to seeking out more non-
STEM peers that the average more certain STEM major, and that same uncertainty can increase
the likelihood that asking about major plans a second time yields a different answer than the first.
This pattern of interactions and outcomes can look like peer influence, but the peer influence is
illusory. The selection of more STEM peers or more non-STEM peers was an indication of ego’s
own uncertainty or ambivalence about their major choice. The presence of this and other forms
of selection effects can give a large upward bias to estimates of peer influence via normal time-
forward analyses (e.g., Aral et al., 2009).

Importantly, when we take the movie-version of this uncertainty-driven process of major
change and peer selection, start at the end, and play it backwards in time, the movie looks
the same as it does when going forward in time. Students who are uncertain about their
major choose a more diverse group of alters and are more likely to report different majors at
two points in time compared to their more certain counterparts. Unlike actual peer influence,
this selection-driven illusory influence effect does not have a temporal direction. It is time
invariant.

Because peer influence has directionality while at least some selection processes do not, we
can use time-reversed analyses to distinguish between them. For peer influence that meets our
definition, a positive regression estimate indicating increasing similarity with peers resulting from
interactions will be expected to reverse in sign (indicating decreasing similarity or increasing
dissimilarity) when we estimate the same regression in a time-reversed way. In the context of
peer influence on STEM major choice, a time-forward analysis regresses ego’s Time 2 major
on ego’s Time 1 major and a peer influence term. The time-reversed version of the analysis
regresses ego’s Time 1 major on ego’s Time 2 major and the same peer influence term. Comparing
the estimated peer influence term coefficients between the time-forward and time-reversed
regressions, a finding that the signs of these estimates are opposite is consistent with a temporally
ordered process like peer influence. If we compare the estimated peer influence terms between
the time-forward and time-reversed regressions and find them to be similar to each other in terms
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of sign and magnitude, then that finding is inconsistent with a temporally ordered process like
peer influence. Instead, it is consistent with a time-invariant process like the uncertainty-based
selection process described.

In this way, the time-reversed analysis can identify and reject some apparent findings of
peer influence as an illusory result of time-invariant selection processes. The appendix provides
a simulation-based illustration along with the R code used to generate it of how a true peer
influence process exhibits a sign reversal on the peer influence term between the time-forward
and time-reversed analysis, while apparent peer influence from an illusory selection process like
the one described shows a time-invariant peer influence term.

One notable feature of this time-reversed test is that it is robust to the nature of peer selection
for a wide variety of time-invariant selection processes. That is, it does not matter whether a
student selects her peers based on their STEM major status explicitly or based on some other
unobserved but correlated factor (Shalizi and Thomas, 2011). Whether the basis of selection is
observed or not, the information embedded in ego’s peer choices is observable, and the time-
reversed approach can distinguish from temporally ordered peer influence any time-invariant
selection process giving rise to illusory peer influence.

One weakness of this time-reversed analysis is that it is a negative test. It can be the basis for
rejecting an apparent peer influence finding from a time-forward analysis as actually illusory
(if the peer influence term does not change sign when time is reversed). However, this time-
reversed analysis is not sufficient for concluding the presence of peer influence. For example,
this time-reversed analysis cannot distinguish between true peer influence and some other
selection process that is also temporally ordered like peer influence. As we show, this ability to
reveal even some apparent peer influence as illusory represents a useful contribution to the peer
influence literature. We use this time-reversed analysis as a tool to address selection effects at
least in part so that we can examine the relative influence of different types of self-selected
peers.

Empirical Setting and Measures
Empirical Setting
We collected multiple reports of students’ college major choices and network relationships
from 1260 members of a residential fellowship program located across 14 large universities
predominantly from the Midwestern United States in 2010, 2011, and 2012. Similar to Newcomb
(1943), students in this program live together in a campus-specific program-owned dormitory
while in college. Thus, we are examining the dominant, though not exclusive, portion of the
students’ social environment. We collected data at two points in time during the fall semesters of
each of the three academic years. Time 1 (T1) data collection solicited survey responses from all
students at the very beginning of the academic year. These Time 1 surveys were administered
during the first week upon students’ arrival (or return) to campus at the end of August and
beginning of September (depending upon each university’s academic calendar). Time 2 (T2) data
collection solicited survey responses again from all students approximately 10 weeks after the
Time 1 survey. Together, these data reflect the experiences and exposures of 42 (14 sites over
three academic years) temporally overlapping networks including 42 distinct entering cohorts of
students as they join new social systems.

In 2010, 790 students participated in this scholarship program. In the subsequent years of 2011
and 2012, the participants numbered 766 and 771, respectively. The overall response rate from
respondents with matched and non-missing Time 1 and Time 2 survey responses totaled 1945 out
of 2337 possible responses, or 83%. Because students continue in the program from year to year,
many of the 1260 unique students appear in the data more than once. In our analyses, we cluster
on individual students to ensure robust standard errors that are estimated between, and not
within, individuals. The mean number of students per site is 53, with a range from 34 to 120. Of our
respondents, 22% self-identify as female and 80% self-identify as white. This fellowship program
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Table 1. Summary Statistics for and Correlations among Regression Variables

Variable Mean SD (1) (2) (3) (4) (5) (6) (7) (8)

(1) T2 major
(STEM = 1)

0.30 0.46

(2) T1 major
(STEM = 1)

0.31 0.46 0.86

(3) Female 0.22 0.42 0.02 0.01
(4) STEM parents 0.07 0.26 0.03 0.03 0.03

STEM Peers
(5) Negative ties 0.05 0.16 0.06 0.07 0.01 0.03
(6) Esteem ties 0.07 0.10 0.02 0.02 0.01 0.08 0.06
(7) Close friends 0.07 0.12 −0.002 −0.01 0.02 0.14 0.09 0.35
(8) Spend time ties 0.08 0.10 0.02 −0.004 0.05 0.14 0.09 0.39 0.59
(9) Study partners 0.06 0.15 0.05 0.04 0.03 0.12 0.07 0.25 0.27 0.31

Counts of categorical variable values

Year in school Data year Dormitory sites

1st years 464 2010 647 Site 1 82 Site 6 156 Site 11 69
Sophomores 465 2011 633 Site 2 277 Site 7 143 Site 12 152
Juniors 456 2012 567 Site 3 122 Site 8 148 Site 13 109
Seniors 462 Site 4 156 Site 9 98 Site 14 161

Site 5 93 Site 10 81

Note: Ns for table are 1847, except for those involving study partners, where N = 1200.

is means-tested, targeting high school graduates from relatively low-income families, many of
whom are first-generation college students. Due to this relative homogeneity in students’ socio-
economic status, our sample is not representative of the general undergraduate population. Thus,
additional research will be needed to determine whether any identified peer influence processes
are affected by the nature of our sample.

Measures
Table 1 provides summary statistics for and correlations among the variables described below
and involved in our analyses.

College major (STEM/non-STEM)
The Time 1 survey included open-ended questions asking students to identify their current or
intended major. The Time 2 survey repeated the same questions. We use ego’s Time 2 major
plan as a dependent variable in the analyses of peer effects on major choice and persistence.
Across the 14 universities, there are many common and distinct majors. Following prior research
on peer influence on major choice outcomes (e.g., De Giorgi et al., 2010; Ost, 2010), we group
students’ major choices into a few broad categories. We dichotomized student major choices
into STEM majors and non-STEM majors. Student responses to the free-response major plan
questions were independently coded using a lookup table of majors from the 14 schools and
their STEM designations. The criteria for coding a major as STEM were provided by an Economics
and Statistics Administration report within the U.S. Department of Commerce giving definitions
of both STEM majors and STEM occupations (Langdon et al., 2011). The college major categories
the report defines as STEM majors are computer majors, math majors, engineering majors, and
physical and life sciences majors. College majors not within those categories, including majors
in the arts, humanities, social sciences, and healthcare, are defined by the report as non-STEM.
Students identifying one or more majors were coded as STEM if any of the responses included
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Table 2. The Relationship Categories and Year-Specific Network Correlations of the 5 Tie Types

Negative Esteem Close friend Spend time

Esteem 2010 −0.111∗∗∗

2011 −0.057∗∗∗

2012 −0.096∗∗∗

Close friend 2010 −0.057∗∗∗ 0.293∗∗∗

2011 −0.023∗∗∗ 0.319∗∗∗

2012 −0.039∗∗∗ 0.295∗∗∗

Spend time 2010 −0.039∗∗∗ 0.254∗∗∗ 0.573∗∗∗

2011 −0.011∗∗ 0.335∗∗∗ 0.569∗∗∗

2012 −0.030∗∗∗ 0.275∗∗∗ 0.586∗∗∗

Study partner 2011 −0.008† 0.232∗∗∗ 0.308∗∗∗ 0.307∗∗∗

2012 −0.007 0.263∗∗∗ 0.354∗∗∗ 0.359∗∗∗

Note: The significance for each correlation was tested using QAPa (Krackhardt, 1987; Hubert and Arabie, 1989).
†p < .10 ∗p < .05 ∗∗p < .01 ∗∗∗p < .001 aWe used 1000 replications to generate the comparison distribution,
permuting network matrices within-site only to get a single correlation coefficient for all 14 sites in a single year.
Although each set of 14 within-year networks are independent, the combined networks across the three data
years are not independent because of the year-to-year overlap of classes of students. For this reason, we report
year-specific correlations. Correlations with the study partner networks come from only 2 years of data (2011 and
2012) while all other correlations include 3 years of data (also 2010).

a STEM major. Students were coded as non-STEM if their response lacked any positive plans to
major in a STEM field (including answers such as “I don’t know yet”).

A prerequisite for our analysis is that students do indeed report changes in major plans
between the T1 and T2 surveys and in sufficient numbers in light of our dichotomization of
major choice into STEM and non-STEM majors. We find this to be the case. Table 2 indicates the
percentages and counts of students’ persistence and switching behavior regarding their STEM
versus non-STEM major plans from the T1 survey to the T2 surveys for all years. It is more
common for students who begin in STEM to leave for a non-STEM major (11% of T1 STEM majors
are non-STEM at T2) than for students with initial non-STEM major plans to switch to a STEM
major (4% of T1 non-STEM majors do this). We test whether different types of peer relationships
are better than others in explaining variation in both directions of this major switching behavior.

Parents’ occupation STEM status
The Time 1 survey asked students to report their parents’ occupations in two text fields (for
up to two parents or guardians). These text responses of parents’ occupations were similarly
dichotomized into STEM and non-STEM categories of occupations. Independent coders coded
these responses as STEM occupations or non-STEM occupations using a lookup table based on
SOC codes. The coded occupations were compared with the SOC codes for STEM occupations
defined by the same Economics and Statistics Administration report (Langdon et al., 2011).
The occupational categories the report defines as STEM are computer and math occupations,
engineering and surveying occupations, physical and life sciences occupations, and STEM man-
agerial occupations. If student reports of parents’ occupations for either parent included a STEM
occupation, the student was coded as 1, for having a parent with a STEM occupation. Otherwise,
the student was coded as 0. One of the key assumptions we make to identify peer effects is
that students’ parents are unlikely to change their occupations in response to their children’s
social contact choices at college. To the extent that this assumption is valid, collecting parents’
occupations’ STEM status provides a causally prior indicator for STEM status. A causally prior
indicator such as this is needed to address both the reflection and environmental confounding
problems for identifying peer influence. Our use of peers’ parents’ STEM status as a causally
prior source of STEM influence bears some resemblance to the instrumental variable approach
sometimes used in peer influence studies (e.g., Trogdon et al., 2008; Loh and Li, 2013). In our
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analysis, we are also making an assumption that peers’ parents are not affecting students through
other pathways (similar to the exclusion assumption with instrumental variable analyses). This
assumption is putatively more reasonable than, for example, the use of rainfall levels as an
instrument in much of the instrumental variable literature (see Ifft and Jodlowski, 2022; Felton
and Stewart, 2022 for detailed critiques and concerns regarding weak instruments in instrumental
variable analyses).

Tie types
The Time 2 survey also featured a complete roster network survey (Marsden, 1990) measuring
networks based on five distinct relationship types. To capture an exposure tie, we asked respon-
dents to indicate the other students in their dormitory with whom they “spend a lot of time.”
To get at potential role-modeling, students identified those whom they “hold in especially high
esteem,” while for negative relationships those with whom they “have difficulties getting along.”
For an instrumental relationship, we used the same type of relationship studied in Hasan and
Bagde (2013), that is, study partners, asking students to identify those whom had “assisted [the
respondent] with [her/his] academics.” Finally, we asked students to identify those they consider
to be “a close friend.”

The response format for these network items was a set of checkboxes in the online survey.
Positive responses indicated the presence of a tie, and non-responses were taken as the absence
of a tie. Students could report as many or as few ties with their fellow dormitory mates as they
wished. Among the five ties measured, four were measured in all three years (2010, 2011, and
2012), but instrumental ties (i.e., study partners) were measured only in 2011 and 2012. In 2010
and 2011, we also asked students “Roughly what percentage of the people you spend a lot of
time around are scholars?” “Scholars” is a term referring to fellow scholarship recipients who live
in the same program-owned dormitory. The results indicated that within-dormitory interactions
represented about 67% of students’ substantive social contacts at college, providing supportive
evidence that this empirical setting captures respondents’ primary social milieu.

Table 3 shows the year-specific correlations among the five measured social ties. As shown
in Table 3, all five networks are significantly correlated with each other. The significance levels
for the network correlations were evaluated using QAP (Krackhardt, 1987). The most strongly
correlated pairs of networks across the 10 possible pairings are the “Spend Time” network and
“Close Friend” network, suggesting that close friends tend to spend time together, or vice versa.
The correlations among the negative affective network (i.e., “having difficulties in getting along
with” ties) and the other networks (esteem, close friends, spending time, and study partner) are all
negative, and 9 of the 11 correlations (excepting the correlations with the study partner network)
are statistically significant at the p <.01 level.

Peer influence terms: percent of peers (by tie type) with STEM parents
Students’ responses to these network questions reveal their self-reported set of peers for
each type of relationship. The responses from the peers themselves concerning their parents’
occupations at Time 1 allow us to construct variables giving the percent among each student’s
peers with a causally prior STEM status. These influence variables are constructed via the matrix
multiplication of the row-normalized version of the self-reported alters network with the vector
of students’ parents’ STEM occupation status (in the same binary STEM/non-STEM form). This
matrix multiplication is performed once for each of the five relationships measured. Both vector
and matrix are specific to a dormitory and data year. This matrix product is mathematically
identical to, for example, the percent of ego’s close friends with STEM parents, when the social
pathway of interest is close friendship. Students without any reported contacts of a particular tie
type are omitted from the analysis of peer influence via that tie type. The five tie types (spending

[1
2.

75
.1

17
.2

5]
   

Pr
oj

ec
t M

U
SE

 (2
02

5-
04

-0
6 

00
:1

5 
G

M
T)

  T
he

 O
hi

o 
St

at
e 

U
ni

ve
rs

ity



Pathways of Peer Influence | 1099

Table 3. Major Change Summary

_T1_ \ T2 Non-STEM major STEM major Total

Non-STEM major 66.4% (1227) 2.5% (46) 69% (1273)
STEM major 3.6% (66) 27.5% (508) 31% (574)
Total 70% (1293) 30% (554) 100% (1847)

From T1 STEM
to T2 non-STEM

From T1 non-STEM
to T2 STEM

Total changers

First-year students 7.5% (35/464) 4.7% (22/464) 12.3% (57/464)
Sophomores 3% (14/465) 3% (14/465) 6.0% (28/465)
Juniors 2.0% (9/456) 1.3% (6/456) 3.3% (15/456)
Seniors 1.7% (8/462) 0.9% (4/462) 2.6% (12/462)

Note: The apparent total of students here, 1847 differs from 1260 because in each of the 3 data years (2010, 2011,
and 2012), we observed major change behaviors over the course of the first 10 weeks of the academic year for all
students in each of 14 dormitories. Because of this, we have multiple years of T1 to T2 major choice observations
for many students. These 1847 observations of STEM major choice change or persistence during the first
10 weeks of the academic year come from 1260 distinct individuals.

time, esteem, not getting along, close friendship, and study partners) define a set of five peer
composition variables that serve as our tie-specific peer influence terms.

Using peers’ parents to measure peer influence likely introduces noise that biases estimates
of actual peer influence toward a null effect. This null bias obtains because the distinction
between STEM-promoting peers and non-STEM-promoting peers is likely blurred when defining
the distinction based on peers’ parents rather than the peers themselves. This null bias also makes
using peers’ parents’ STEM status a conservative test of peer influence.

This formulation of the peer influence term also constrains the types of influence that may be
detected by making a linear-in-means assumption about the nature of peer influence (An, 2011;
Sacerdote, 2014). If influence operates in a manner such that as the peer influence term (percent
STEM parents among a focal student’s peers of a particular tie type) increases, the probability
of adopting (or leaving) STEM increases commensurately, then our formulation can potentially
detect this influence. However, if influence operates differently (e.g., in a non-linear manner
such as requiring uniformity or unanimity among peers before experiencing influence), then our
formulation is less likely to be able to detect such influence processes. This constraint is another
reason to interpret our test for peer influence as a conservative test, as peer influence operating
in a manner other than linear-in-means could still be present but not be detected. We use this
approach first because it has successfully revealed peer influence processes in other settings
with similarly constructed datasets (e.g., Carrell et al., 2009; Lazer et al., 2010; Poldin et al., 2015,
2016), and second because peer influence studies have few useful or successful alternatives to
this linear-in-means assumption (Sacerdote, 2014).

When defining our peer influence variable, we could have used students’ peers’ own Time
1 STEM major plans. Had we done so, our analysis would look much like the ones conducted
by Poldin et al. (2015, 2016). The disadvantage of that approach is the inability to address the
reflection problem and the threat of environmental confounding in the context of self-selected
ties. The risk is that even Time 1 STEM major plans could be visible to students and influence their
choices of peers. We illustrate the deficits of this approach in a supplemental analysis presented
in the appendix and described as “the wrong analysis.” Our use of peers’ parents’ STEM status
represents a more certain solution to the reflection and environmental confounding problems in
the presence of self-selected ties than other approaches such as using peers’ lagged outcomes
(VanderWeele and An, 2013; An, 2016).
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Controls
We control for three individual-level variables including ego’s self-identification as female
(female = 1, not female = 0), ego’s Time 1 major plans (STEM = 1, non-STEM = 0), and ego’s
parents’ occupational STEM status (any STEM occupation among parents = 1; otherwise, 0). We
also include dummy variables (fixed effects) for site (1 through 14), year of data collection (2010,
2011, and 2012), and ego’s year in school (1 = first year, 2 = sophomore, 3 = junior, 4 = senior).

There is substantial scholarly interest in gender differences in both peer influence (Rubineau,
2007; Han and Li, 2009; Balsa et al., 2018; Raabe et al., 2019) and STEM major choice (Sassler et al.,
2017; Mouganie and Wang, 2020; Zölitz and Feld, 2021). We test for both by adding interactions
between the female-identifying variable and the peer influence term—percent of peers with STEM
parents (Holland, 2008) in analyses described in the appendix.

Analytic Strategy
Our analytic goal focuses on answering the question: which types of self-selected peers exert
more influence on major choice? Prior research provides evidence consistent with expecting peer
influence effects on major choice via all five types of ties described above—spend time, close
friends, holds in high esteem, has difficulties getting along with, and study partners. To answer
the question of which types of self-selected peers are more influential on students’ major choice,
we use a network effects model (Leenders, 2002). A stylized version of this model is provided as
equation 1:

Ego′s T2 Major = Ego′s T1 Major + Peer Influence Term + Controls (1)

This model is based on established network influence models (Friedkin and Johnsen, 1990:
320 equation 6; Marsden and Friedkin, 1993: 135, equation 6). In this stylized estimation model,
“Major” refers to the binary STEM/non-STEM indicator for major plans. Because of the binary
nature of the dependent variable, we use logistic regression to estimate peer influence effects. We
also replicate our regressions using linear probability models. Because our data include multiple
observations of the same student (e.g., T1 to T2 major changes when a student is a first-year
student in 2010, for example, and also when they are a second-year student in 2011), whenever
we estimate regressions where the same student appears more than once in our data, we cluster
on individual students to estimate standard errors.

The “Peer Influence Term” is the tie-specific percent of peers with STEM parents. This analysis
entails five distinct peer influence terms, one for each of the five types of ties examined. In
addition to using peer influence terms based on self-selected ties, this analysis also uses the
following control variables: dormitory and data year fixed effects, whether the focal student
identifies as female, the focal student’s parents’ STEM occupation status, and the focal student’s
year in school.

The regression analysis results for our peer influence terms provide an initial indicator for
likely peer influence effects. Because these peer influence terms are based upon self-selected
ties, selection concerns remain (Manski, 1993; Mouw, 2006; Hasan and Bagde, 2013). We use the
time-reversed analysis described above to address some of these selection concerns. The time-
reversed model simply regresses students’ Time 1 major on their Time 2 major plus the same
peer influence terms and controls. If a positive and significant peer influence estimate from the
initial time-forward analysis remains positive and significant in the time-reversed analysis, then
that effect can be rejected as coming more from some time-invariant selection process than from
a peer influence process. If instead, the positive and significant peer influence estimate from the
initial time-forward analysis changes sign in the time-reversed analysis, then that result remains
consistent with (but not conclusive of) a temporally ordered peer influence process.

We conduct these analyses—both time forward and time reversed, using both logistic and
linear regression specifications—for all five of the examined tie types. We examine each tie type
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separately, as well as estimating models including the tie types simultaneously. Because one of
the examined tie types (study partner) is not available for one of our data years, our examination
of the simultaneous effects of the peer influence terms involving the different tie types includes
both the analysis of all five tie types using the available 2 years of data as well as the analysis of
the other four tie types using all 3 years of data. We are looking for consistent evidence of peer
influence across these different model specifications.

In the appendix, we conduct two sets of additional analyses on the operation of peer influence
on major choice via self-selected ties. First, in response to the substantial scholarly interest on
the topic of women in STEM fields (Beede et al., 2011; Raabe et al., 2019; National Academies
of Sciences, Engineering, and Medicine, 2020), we test for gender differences in peer influence
effects by adding interaction terms (female × the peer influence terms) to the analysis (Holland,
2008). Second, we test for distinct peer influence effects on STEM adoption and STEM persistence.
Note: we do not use stochastic actor-oriented modeling (SAOM) because we only observe students’
networks once per year. SOAM requires multiple network observations over time with only small
changes between observations (Lomi et al., 2011; Flashman, 2012; Kretschmer et al., 2018).

Results
For each of the five ties in our study, we test for peer influence using the STEM status of peers’
parents. This yields five models of peer influence with each peer influence term in a separate
model. In addition, we include a model with the peer influence terms from all four tie types
available from all three data years simultaneously (all but study partners), as well as a model
with all five peer influence terms simultaneously that uses data from 2011 and 2012 only. The
peer influence term estimates from the logistic regressions of these models are given in Table 4.
The linear regression estimates for the same set of models are given in Table 5.

The results shown in Tables 4 and 5 reveal consistently significant positive influence from
the spend time peers on students’ major choices. The spend-time peer effects also dominate
in the models involving multiple peer types simultaneously. The substantive interpretation of
this exposure effect is that if the proportion of STEM peers in a student’s exposure peer group
increases by a standard deviation (0.10), their chance of choosing a STEM major at Time 2
increases by as much as 4.9% (per Model 7 of Table 5).

The analysis indicating spend time peers as a potential pathway for peer influence has not yet
been evaluated for selection effects. To do so, we conduct a time-reversed analysis. The results
from both the logistic and linear time-reversed analyses are given in Table 6. In a true peer
influence process, the influence term would be significant in the time-forward model and would
have the opposite sign in the time-reversed model. In a time-invariant selection-driven process
giving rise to illusory peer influence, the influence term would be similar (e.g., both positive) in
both the time-forward and time-reversed models. Table 6 shows the peer influence term for the
spend time tie to be negative in all six models with that term, and significantly negative in all
but one of the six estimates. This pattern of results provides confidence that our identified peer
effect from spend time peers is more likely to be driven by actual peer influence than by a time-
invariant selection process. Based on our analyses, we identify spend time peers as a likely causal
source of peer influence on major choice.

Discussion
This study goes beyond prior work showing that peers play a causal role in the real-world decisions
and behaviors of individuals regarding college major choice by identifying the pathway of that
peer influence via self-selected peers. We find that peer influence for major choice exists and
flows through a distinctive social pathway—spending time together, rather than the other four
tie types that we examined. A standard deviation change in the composition of these spend
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Table 4. Pathways of Peer Influence Regression Results, Logistic Regressions

Negative Esteem Friend Time Study 4 Ties 5 Ties
(1) (2) (3) (4) (5) (6) (7)

Constant −3.138∗∗∗ −2.919∗∗∗ −3.041∗∗∗ −3.347∗∗∗ −4.899∗∗∗ −3.015∗∗∗ −4.822∗∗∗

(.614) (.676) (.740) (.717) (.771) (.613) (1.198)
T1 STEM status 5.258∗∗∗ 5.492∗∗∗ 5.485∗∗∗ 5.507∗∗∗ 5.715∗∗∗ 5.341∗∗∗ 5.868∗∗∗

(.318) (.249) (.254) (.250) (.368) (.346) (.599)
Female .211 .332 .281 .246 .064 .089 −.685

(.345) (.257) (.271) (.264) (.299) (.356) (.478)
STEM parents −.156 −.264 −.280 −.399 −.298 .034 −.041

(.454) (.339) (.350) (.328) (.402) (.521) (.538)
STEM peers

Negative tie −.479 −.132 .255
(.585) (.616) (.822)

Esteem .408 −1.299 −.849
(.764) (1.630) (2.245)

Close friend .349 −1.677 −4.773∗

(.719) (1.438) (1.957)
Spend time 2.173∗∗ 4.776∗ 10.072∗∗∗

(.818) (1.891) (3.032)
Study partner 1.379∗ −.198

(.622) (.829)
Site fixed effects Yes Yes Yes Yes Yes Yes Yes
Student year FE Yes Yes Yes Yes Yes Yes Yes
Data year FE Yes Yes Yes Yes Yes Yes Yes
N 923 1584 1525 1590 808 831 419
AIC 474 714 694 728 390 426 234

Note: Estimates use clustered standard errors by student. The “STEM peers” term is based on the STEM status of
peers’ parents. †p < .10 ∗p < .05 ∗∗p < .01 ∗∗∗p < .001

time peers (toward a more or less STEM-oriented set of peers) is associated with an almost five-
percentage-point change in the probability of changing one’s major in the same direction. Further
analyses, provided in the appendix, examine both the possible gendered nature of peer influence
(we found no gender differences in peer influence) and the process by which students form ties
to inform the practical implications of our findings. We find that peer influence is more likely
to be successful to affect STEM major persistence than STEM major adoption. This work makes
theoretical, practical, and methodological contributions.

Contributions to Theory
Classical sociological theories of social influence suggest that relationship strength and affective
closeness may be important relationship factors for social influence (Friedkin, 2006). Our findings
join a growing body of evidence challenging this view. For major choices in our setting, it is neither
our friends nor those we esteem who hold the greatest influence over our own consequential
decisions, but rather those with whom we interact the most. This may reflect a social comparison
process that is driven by knowledge of and experience with the alter rather than affect or respect.
That is, when in Rome, do as the Romans you spend time with do.

Research on core discussion networks—the set of alters with whom the ego discusses impor-
tant matters (Marsden, 1987; Small, 2013)—has come to a similar conclusion. Contrary to the
conventional wisdom that people seek those closest to them such as spouse and close friends to
speak about important issues, research shows that the core discussion network is not dominantly
composed of strong ties (Pescosolido 1992; Small, 2013). Rather, the availability of alters plays a
crucial role in whom ego decides to confide. For example, the study of mothers whose children
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Table 5. Pathways of Peer Influence Regression Results, Linear Regressions

Negative Esteem Friend Time Study 4 Ties 5 Ties
(1) (2) (3) (4) (5) (6) (7)

Constant .049 .064† .056 .038 −.026 .062† −.013
(.041) (.038) (.042) (.041) (.044) (.037) (.068)

T1 STEM status .827∗∗∗ .849∗∗∗ .849∗∗∗ .849∗∗∗ .825∗∗∗ .824∗∗∗ .801∗∗∗

(.021) (.016) (.016) (.016) (.022) (.023) (.033)
Female .013 .016 .015 .013 −.001 .007 −.024

(.021) (.014) (.015) (.015) (.018) (.021) (.028)
STEM parents −.011 −.016 −.017 −.025 −.030 .003 −.010

(.029) (.020) (.021) (.020) (.029) (.032) (.039)
STEM peers

Negative tie −.029 −.005 .016
(.038) (.035) (.047)

Esteem .015 −.057 −.123
(.041) (.079) (.153)

Close friend .012 −.094 −.229†

(.042) (.081) (.127)
Spend time .124∗ .263∗ .487∗

(.053) (.113) (.191)
Study partner .082∗ .034

(.038) (.060)
Site fixed effects Yes Yes Yes Yes Yes Yes Yes
Student year FE Yes Yes Yes Yes Yes Yes Yes
Data year FE Yes Yes Yes Yes Yes Yes Yes
N 923 1584 1525 1590 808 831 419
Adjusted R2 .699 .738 .736 .735 .720 .697 .682

Note: Estimates use clustered standard errors by student. The “STEM Peers” term is based on the STEM status of
peers’ parents. †p < .10 ∗p < .05 ∗∗p < .01 ∗∗∗p < .001

were enrolled in childcare centers found that mothers discussed critical issues with other mothers
they regularly met at the center even though they did not consider those mothers their strong ties
(Small, 2009). In a similar vein, Small et al. (2015) found that the core discussion networks tend
to change quickly as people enter new institutional environments and develop different routines.
These studies suggest that the decision to mobilize which type of tie to discuss important topics
is more strongly affected by the availability of interaction opportunities in one’s social routines.

Contributions to Practice and Policy
Our examination in this paper’s appendix of the peer influence predictors of STEM adoption
versus STEM persistence allow us to distinguish between high-potential (e.g., STEM persistence)
and low-potential (e.g., STEM adoption) opportunities to promote gender equity among STEM
majors via peer influence. Increasing students’ exposure to STEM students could help to attract
more students to STEM majors. However, explicit policies aimed at promoting such interactions
may be thwarted both by students’ tendency to spend time with similar others in terms of STEM
major status. However, once a student has chosen a STEM major, interventions involving spend-
time peers can be expected to support STEM persistence. Also, these peer influence effects do
not appear to be gendered but affect the decisions of students similarly regardless of gender
identification. The absence of significant gender homophily in forming spend time relationships
suggests that policies that increase female STEM majors’ exposure to other STEM majors, both
women and men, could promote women’s persistence in STEM majors.
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Table 6. Time-Reversed Analysis of Social Influence

Logistic regression models

Negative Esteem Friend Time Study 4 Ties 5 Ties
STEM peers (1) (2) (3) (4) (5) (6) (7)

Negative tie .708 .428 −.193
(.555) (.527) (.720)

Esteem −.213 .847 1.467
(.730) (1.087) (2.246)

Close friend −.705 .899 1.923
(.697) (1.014) (1.315)

Spend time −3.206∗∗ −3.114† −3.322
(.989) (1.706) (3.121)

Study partner −1.022 −.266
(.677) (.887)

Linear regression models

Negative Esteem Friend Time Study 4 Ties 5 Ties
STEM peers (8) (9) (10) (11) (12) (13) (14)

Negative tie .054 .032 −.011
(.042) (.039) (.056)

Esteem −.016 .039 .138
(.042) (.081) (.160)

Close friend −.044 .055 .147
(.041) (.081) (.134)

Spend time −.170∗∗ −.208† −.337†

(.052) (.112) (.199)
Study partner −.044 .034

(.039) (.054)
Site fixed effects Yes Yes Yes Yes Yes Yes Yes
Student year FE Yes Yes Yes Yes Yes Yes Yes
Data year FE Yes Yes Yes Yes Yes Yes Yes
Controls in modela Yes Yes Yes Yes Yes Yes Yes
Nb 923 1584 1525 1590 808 831 419

Note: Both logistic and linear models results, regression constant, and controls are estimated but not shown. The
time-reversed analysis regresses T1 major on peer influence terms controlling for T2 major. Estimates use
clustered standard errors by student. The “STEM peers” term is based on the STEM status of peers’ parents. Fixed
effects (site and year) and controls apply to all models in the table. †p < .10 ∗p < .05 ∗∗p < .01 ∗∗∗p < .001
aControls: student’s T2 (STEM) major, female, student’s parents’ STEM status. bNs are identical in both logistic
and linear model version.

Methodological Contributions
In addition to these theoretical and practical insights, this study contributes methodologically.
We present the first application of a time-reversed analysis to identify and reject illusory peer
influence effects arising from time-invariant selection processes. This method also highlights
the primary benefit of using a causally prior indicator of peer influence (e.g., peers’ parents’
STEM occupation status) rather than a more proximate but selection-compromised measure
of peer influence (e.g., peer’s lagged STEM major status—the “wrong” analysis, provided in the
appendix). By conducting parallel time-forward and time-reversed analyses using both types of
peer influence terms, we show that the apparent peer influence results obtained from the time-
forward peer influence analysis that used the more proximate but selection-compromised peer
influence term were indeed an illusory result from time-invariant selection effects. In contrast,
our finding of the influential role of spend time peers is not attributable to time-invariant
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selection effects. Our analytic strategy of using a causally prior indicator of peer influence with
a time-reversed analysis addresses both reflection and at least some selection and thus provides
improved causal certainty for our findings.

Limitations
We note three important limitations regarding the findings of our study. First and foremost,
because self-selected ties are neither assigned nor the result of some exogenous manipulation,
we cannot definitively rule out the possibility that other unobserved processes are giving rise to
apparent peer influence effects. For example, if a Time 1 non-STEM major opts to take a popular
STEM class, and this class influences both the composition of that student’s social alters and
that student’s choice to become a STEM major, that unobserved exposure could look like a peer
influence effect in our data.

Using our data, we cannot reject the possibility that unobserved non-influence processes
contribute to our findings of peer influence. Still, there are some features of our study along
with some of the requirements for an unobserved process to compromise our findings that
make such concerns improbable albeit possible. First, whatever popular class, teacher, event, or
other exposure attracts students likely to change their major (to or from STEM) and connects
them with other students whose parents have the appropriate STEM status, this connection
needs to operate disproportionately via the spend time type of peer connection, and not, for
example, via the other types of peers examined here such as study partner or close friend.
Second, this unobserved class, teacher, event, or other exposure process must operate similarly
(i.e., confound influence and operate primarily via the spend time peer connection) at multiple
sites across our 14 different university settings. Otherwise, this unobserved process would entail
that our findings are driven primarily by a single site. We can easily test whether this is the
case by re-running our influence analysis 14 times, excluding each site in turn. When we
do this, we find that spend time peers remain significantly influential in all 14 results (see
appendix). Finally, this unobserved process operating similarly at multiple sites must remain
nonetheless variable enough (i.e., making some students more likely to leave STEM and others
more likely to choose STEM majors) within individuals and across sites and data years so as
not to be captured by our fixed effects for site, data year, and year in school. An unobserved
process across our sites meeting all of these criteria could indeed give rise to confounded
findings of influential spend time peers. For this reason, although we view causal peer influence
from spend time peers as being likely, we cannot claim such causal effects with conclusive
certainty.

We can and do conduct an explicitly causal analysis of peer effects in our dataset using
exogenously assigned peers. This analysis is provided in the appendix and shows significant
causal peer effects for first-year students from the more senior students in their dormitories.

A second limitation is that this study identifies the pathways, but not strictly the mechanisms
of peer influence. We have not addressed the mechanism of peer influence because we cannot
discern the mechanism from our data. The literature on peer influences on major and career
plans suggests several possible mechanisms. A common view in this literature is that peers
may influence choices and aspirations either through a normative “definer” role or through a
“modeler” role (Spenner and Featherman, 1978; Buchmann and Dalton, 2002). This restricted
dichotomy assumes ego to be a decision-maker subject to peer influence but does not encompass
all the possible mechanisms of influence. For example, social capital and ego’s embeddedness
could generate peer effects as well. We identify the pathway of peer influence on STEM major
choice as flowing through exposure ties, but we cannot completely settle whether the influence
results from modeling, defining, embeddedness, or some other mechanism, except insofar as any
such modeling is not based on esteem.

Finally, our results are limited in their generalizability. While we are confident that we
have identified a likely causal peer effect among self-selected spend time peers on students’
choice of major in our setting, as noted above, our empirical context is not representative
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of the undergraduate population generally. In addition, given evidence that peer influence
processes may follow different pathways for different outcomes (Flap and Völker, 2001), we
cannot claim that all peer influence operates through exposure or spend time peers. For these
reasons, replications in other populations and for other outcomes is needed before claiming
broader generalizability of the pathway of peer influence we identify—exposure or spend time
peers.

This study’s research design and analytic strategies address reflection, environmental
confounding, and at least some selection while examining peer influence from self-selected
peers. Acknowledging that the possibilities of some unobserved environmental confounding
and time-ordered selection processes cannot be entirely eliminated, the likely causal pathway
of peer influence on students’ major choices is via the peers with whom they spend the most
time.
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