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Abstract
Critics of deliberative democracy have worried that deliberation may mirror (or even exacerbate) 
inequalities in participation across categories such as gender, race, and age. Accordingly, we 
investigate the potential for technology and design to ameliorate these concerns, looking at the 
extent to which online deliberative sessions facilitate inclusive participation. In a large study of 
online deliberation (over 1600 participants nested in hundreds of online sessions), we examine 
differences in the amount and nature of participation across demographic categories, as well as 
the effect of forum characteristics on such differences. Though our results are mixed, we read 
them with cautious optimism: the online format is not immune to inequalities in participation and 
satisfaction, but we do not observe differences across some demographics, and most observed 
differences are substantively minor. Moreover, features of online deliberation environments show 
promise for addressing some of the problems plaguing in-person designs.
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Introduction
Theorists have long argued that deliberation has the potential to improve democratic prac-
tice (e.g. Chambers, 1996; Habermas, 1984), and in recent years empirical research on 
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deliberative practice has proliferated (for reviews, see Neblo, 2005, 2015; Thompson, 
2008). Deliberation has been credited with producing a number of democratic goods, 
including increased political knowledge/learning (e.g. Barabas, 2004; Esterling et al., 
2011), increased tolerance for opposing views (e.g. Gutmann and Thompson, 1996), and 
higher levels of faith in the democratic process (e.g. Fishkin, 1995; Neblo et al., 2018).

However, critics of the practice of deliberation have charged that traditionally politi-
cally underrepresented groups may not be heard or treated equally in group deliberative 
processes (e.g. Mansbridge, 1983; Sanders, 1997; Sunstein, 2006; Young, 2001). Most of 
these authors have focused squarely on how participation in deliberation sessions—in 
terms of attendance, quality of engagement, and satisfaction with the experience—suffers 
from similar biases seen in other types of political participation (Verba et al., 1997). 
Indeed, some recent empirical work has underscored these concerns: Karpowitz, 
Mendelberg, and Shaker find significant gender differences in deliberative participation 
in a series of small-group experiments (e.g. Karpowitz et al., 2012; Karpowitz and 
Mendelberg, 2014); gender composition and group decision rules interact to facilitate 
(diminish) female participation.

While these results are focused on one characteristic of participants (gender), they moti-
vate a broader discussion of whether underrepresented groups differ in their in-deliberation 
participation. We deeply share these concerns, and in turn argue that such dysfunctions need 
not be a necessary part of deliberative practice. Rather, we stress the point that interactions 
(within small groups) are heavily conditioned on the design features that create the context 
for the interaction. Online platforms can be designed in a way that filters out cues regarding 
race, age or gender, and that prevent interruptions while others are speaking. Evidence to 
this effect can be found in the Neblo et al. (2018) findings of broad and equal participation 
in and satisfaction with carefully designed online town halls.

Leveraging 3 years of data gathered via the Common Ground for Action (CGA) online 
deliberation system (https://www.nifi.org/en/common-ground-action), we test whether 
the amount and nature of participation in online deliberative sessions varies across demo-
graphic groups, and whether these outcomes themselves depend on session-level charac-
teristics such as the presence of a female group discussion moderator. Our study stands 
apart from many small-group studies not only in its (online) mode but also in its size and 
features: we analyze over 1600 participants nested in 275 unique deliberative sessions, 
each covering one of 20 topics; we include “moderate” facilitators and employ a decision 
rule that incorporates aspects of both unanimous rule and majority rule.

Although this study lacks explicit random assignment and experimental control, causal 
interpretations of our estimates may still be justified based on appropriate assumptions. 
We rely on naturally occurring variation in demographic composition of sessions, and 
participants lacked the ability to self-select into sessions based on these characteristics. 
That said, sessions also drew samples from different populations, and featured different 
topics that were likely to be differentially attractive to participants based on gender, race/
ethnicity, or age (more generally, even things like the day of the week or the time of a 
session may have influenced demographic composition). Therefore, our analytic approach 
is to rely on random effects models with session-level intercepts, which are modeled with 
covariates that include recruitment method. Because these data are observational, causal 
inferences rely more heavily on analysis than they would in a randomized controlled trial. 
Nevertheless, these data provide the opportunity to focus on behavior in online delibera-
tion at a scale that provides statistical power (and variance on substantive topic), all con-
ducted through a carefully designed, state-of-the-art platform.

https://www.nifi.org/en/common-ground-action
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In the remainder of this article, we take several steps to gauge the nature of the delib-
erative experience in these online settings. First, we examine the frequency of participa-
tion in the sessions by gender, minority status, and age while considering the importance 
of two session-level factors: the proportion of women, and the presence of a female mod-
erator. Second, we delve further into participant “voice,” examining the extent to which 
patterns of speech differ across these demographic categories, as distinctive speech pat-
terns might introduce biased responses in the text-based environment. Finally, we look at 
whether satisfaction with outcomes is conditioned by the demographic categories and the 
aforementioned session-level factors.

What emerges is a somewhat mixed set of findings with respect to participatory equal-
ity, though, on the whole, we find the results encouraging. Although we observe less 
participation among the non-white and the oldest participants, we find no significant net 
differences in total participation by gender, and that these non-differences between 
women and men are robust to session features such as group gender composition and 
moderator gender. We encourage scholars to continue to pursue the ideas we present, to 
more definitively link institutional features to outcomes. Importantly, we underscore that 
awareness of the shortcomings of the online environment does not condemn deliberation 
as a tool (Sunstein, 2006). Rather, documenting such dynamics provides guidance for 
deliberative practitioners; thinking through design problems can move the practice of 
online deliberation into better alignment with theoretical aspirations (Neblo et al., 2018).

The Promise and (Potential) Pitfalls of Online Deliberation
The Internet holds the potential to expand access to and involvement in democratic delib-
eration (Papacharissi, 2002; Stromer-Galley, 2017). With the capacity to directly engage 
a large number of citizens, Internet communication technologies can scale up delibera-
tions by removing barriers to participation such as time and distance (Manosevitch, 2014; 
Smith et al., 2013; Strandberg, 2015). Indeed, online deliberations can reduce the 
resources needed to create deliberative opportunities compared to in-person sessions that 
physically bring people together (Min, 2007; Smith et al., 2013; Towne and Herbsleb, 
2012). And, by extending the reach of deliberative opportunities, online deliberation may 
introduce participants to a more diverse range of views (Baek et al., 2011). In turn, this 
exposure to disagreement and differing opinions may meet important deliberative goals, 
challenging participants’ assumptions and increasing their ability to articulate arguments 
in support of both their own views and opposing positions (Stromer-Galley, 2017; 
Stromer-Galley et al., 2015).

As with in-person events, the basic structure and organization of online forums can 
foster (or hinder) meaningful and inclusive deliberation. For example, the anonymity 
afforded to contributors in many online spaces may create the conditions for a wider 
range of views to be expressed, including opinions that may be unpopular or controver-
sial (Ho and McLeod, 2008; Kim, 2006; Strandberg, 2015; Stromer-Galley, 2017; 
Stromer-Galley et al., 2015). That is, anonymity can be a structural feature of online 
deliberation that lowers barriers to entry for prospective deliberators who may otherwise 
feel judged for their expressions—this may have the benefit of facilitating more forth-
right discussion and encouraging broader participation (Rose and Sæbø, 2010; Stromer-
Galley et al., 2015).

Of course, there are also reasons to be skeptical about online deliberation. For one, in 
practice online deliberation may involve relatively shallow consideration of political 
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issues. In online discussions, users often present underdeveloped arguments in support of 
their comments (Ellis and Maoz, 2007; Hagemann, 2002; Weger and Aakhus, 2003), and 
some work has suggested that productive disagreement occurs less frequently in online 
settings compared to face-to-face deliberations (Stromer-Galley et al., 2015). Perhaps 
most notably, online forums have been criticized for their lack of civility, a concern 
directly connected to the ability of contributors to remain anonymous. While anonymity 
may free people to discuss unpopular or controversial opinions, by diminishing account-
ability it may also enable disrespectful or even vulgar exchanges that detract from delib-
eration (Coleman and Moss, 2012; Friess and Eilders, 2015; Rose and Sæbø, 2010; 
Stromer-Galley et al., 2015). But others argue that online deliberations do not inherently 
lack civility (Smith et al., 2013: 726), and some studies have found little evidence of such 
behavior (Neblo et al., 2018). Overall, then, there are reasons to suspect that the online 
environment may facilitate more reasoned and equal discussion, but there are also reasons 
to suspect that the online environment may present a different set of problems. Accordingly, 
we do not approach the subsequent analyses with directional expectations—we treat this 
study as an important exploratory effort, and an opportunity to reflect on the importance 
of deliberative design.

Features of Online Environments
The design of a deliberative space has consequences for its participants’ engagement (e.g. 
Beauvais and Baechtiger, 2016; Karpowitz and Mendelberg, 2014; Strandberg, 2015). 
But how might the inclusion of certain design features in online forums affect the partici-
pation of different, often marginalized groups? More specifically, how might online 
deliberation facilitate more equal participation along lines of gender, race, and age? For 
one, text-based online environments remove visual cues of gender, age and race, and criti-
cally, disallow interruptions—one of the primary ways that the engagement of marginal 
groups has been undermined in in-person deliberation settings (Mendelberg et al., 2014; 
Rose and Sæbø, 2010). Even when first names are used as screen names, decades of 
research on information processing and memory (Asch and Ebenholtz, 1962; Curran and 
Doyle, 2011; McBride and Dosher, 2002), as well as some of our own research (see sec-
tion A10 of the Supplementary Information), suggests that names on a screen are not 
nearly as strong as visual cues. Baek et al. (2011), for example, compared online and 
face-to-face deliberation, and found that online sessions tended to over-represent young 
male and white users. Despite this, online deliberators believed the online sessions were 
much more politically and racially diverse, and they perceived these sessions to have 
about equally (high) gender diversity. Similarly, interruption is more difficult in a text-
based system, since comments are only entered upon the author’s completion of their 
thought. This does not disallow someone from composing posts at the same time as some-
one else, but they cannot speak over or preempt a text post. Second, the aforementioned 
factor of anonymity may increase contributions from marginal group participants 
(Coleman and Moss, 2012; Price, 2006; Smith et al., 2013) by ameliorating issues involv-
ing social pressure.

However, other realities of the online experience also raise concerns about how effec-
tively deliberative forums can facilitate free and fair inclusion of different perspectives. 
Gender hostility in online discussions can limit women’s contributions—if speech/com-
ments match gendered or other demographic stereotypes, an individual’s contributions 
may be marginalized or sexualized (Harp and Tremayne, 2006; Stromer-Galley, 2017). 
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And, of course, anonymity has the potential to “cut both ways”—it can exacerbate the 
disrespectful or hostile tone in discussions, as contributors may feel more emboldened to 
express inflammatory views (Coleman and Moss, 2012; DiMaggio et al., 2001; Rose and 
Sæbø, 2010). In addition, in practice, online discussions could be dominated by a few 
vocal participants and fall short of realizing the ideal of broad participation across all 
contributors (Graham and Wright, 2014; Koop and Jansen, 2009).

Another significant challenge to the inclusivity of online deliberation is the digital 
divide (Strandberg, 2015). Internet access remains unequally distributed in the American 
population, with lower income, rural, and older populations in the United States less 
likely to have access to high speed Internet (DiMaggio et al., 2001; Vick, 2017), and older 
minorities being disproportionately affected (Stromer-Galley, 2017). Citizens without 
regular access to the Internet often lack technological skills to engage online (Olsson 
et al., 2003; Rose and Sæbø, 2010; Strandberg, 2015). These differences in access to and 
proficiency with Internet communication technologies have the potential to exacerbate 
the challenges that some underrepresented groups might already face within group inter-
actions. That is, differential access and facility with online platforms may “lead to the 
emergence of new forms of inequality and social exclusion” (Smith et al., 2013: 711).

Evaluative Criteria
While the potential for online deliberation to increase the scalability of deliberation is 
clear (Neblo et al., 2018), less clear is its ability to address concerns about replicating 
biases present in other realms of political participation. To begin to take stock of online 
deliberation’s ability to give equal presence and quality of experience to a diverse public, 
we (1) “listen” to what respondents had to say in the online sessions and (2) assess what 
they had to say about the online sessions. That is, we first examine whether women, non-
whites, and older individuals commented at the same rates as young white males, and 
whether these patterns of online voice were conditioned by session-level characteristics 
(namely, the proportion of participants that are women, and whether the moderator was 
female). Next, we further scrutinize participation in the sessions by examining whether 
the text-based methods of our forums elicit demographically stereotypical discussion 
(through which bias could emerge), or whether they strip away linguistic markers. Finally, 
we consider whether women, older individuals, and underrepresented minorities found 
similar satisfaction with the deliberative outcomes (compared to young white males), and 
whether the same session-level characteristics conditioned these experiences.

Data: The Common Ground for Action Platform
As design considerations are fundamental to the deliberative possibilities of online spaces 
(Manosevitch, 2014; Stromer-Galley et al., 2015; Wright and Street, 2007), we turn to a 
description of the online platform that hosted the deliberative sessions featured here, 
CGA. The CGA platform was developed as a cooperative effort between academics from 
several institutions, the Kettering Foundation, and the National Issues Forum. We suspect 
that several design elements of this platform may help foster full and fair inclusion of 
marginal groups.

Each CGA session focuses on a single policy topic. Participants are provided with a 
non-partisan issue guide for the topic that takes participants through several policy 
options—with their advantages and tradeoffs—ahead of the forum. Within the session, 
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participants are asked whether they support each action, and whether they can live with a 
tradeoff. Preferences are revealed simultaneously and in aggregate. Participants then dis-
cuss each action with each other through a synchronous text chat platform. All sessions 
have a moderator who guides discussion and encourages participation. This moderator is 
the first to speak in the sessions and guides participants through the various topics of 
discussion. Participants can change their stance on an action at any time, and a graph 
tracks support in real time for the participants.

At the end of the session, those actions for which at least 75% of participants express 
support—and say they could tolerate the tradeoff—become the “common ground for 
action.” This decision rule places it somewhat between the majority and consensus rules 
of Karpowitz and Mendelberg (2014). In terms of mechanisms, however, both the numeric 
summaries and tendency for moderators to focus on areas of disagreement, suggest that 
these sessions are much closer to the majority rule sessions which “signal that conflict is 
acceptable” and are “based on a contest of interests” (Karpowitz and Mendelberg, 2014: 
90). Figure 1 shows the presentation of the common ground to participants. Participants 
are then asked, on a scale from 1 to 5, how satisfied they would be if the common ground 
solution were to be implemented.1

Design of the CGA Platform
We suspect that several features of the CGA platform (and the user experience it provides) 
may work to expand participation, thereby meaningfully incorporating voices from mar-
ginalized groups:

•• The text-based format for interaction removes visual cues of deliberator demo-
graphics and prevents interruptions. Users usually use their first names as the ID 
that appears on screen, meaning that some cues for gender and, to a lesser extent, 
race, and age remain. Users are also assigned avatars, but these are randomly 

Figure 1. Example of Common Ground for Action Screen as Seen by Participants.
This screenshot shows an example of discussion on one option from a CGA on economic opportunity in the 
United States.
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assigned. However, as we noted in the “Data: The Common Ground for Action 
Platform” section, these cues are quite weak, and much less likely to affect sub-
stantive deliberation. Together, these may counter some of the basic barriers to 
equal participation by marginal groups (Mendelberg et al., 2014).

•• All participants are provided factual reading material prior to the session; this may 
empower participation by helping individuals develop more reasoned opinions 
(e.g. Fishkin, 1995).

•• Even before discussion of each option begins, each deliberator is asked to person-
ally report their preferences on the options under consideration—thus, equal 
opportunities for participation across groups are built into the CGA platform. This 
task of indicating preferences ahead of discussion may allow CGA deliberators to 
more effectively explore areas of disagreement. In their study, comparing face-to-
face and online deliberation, Stromer-Galley et al. (2015) note that obtaining base-
line preferences “organically” in an online environment can be difficult.

•• Moderators facilitate each CGA session and play an important role in guiding the 
conversation and soliciting opinions from participants. CGA facilitators involved 
in each session received training to fulfill the “moderate facilitator” role, as defined 
by Dillard (2013). The moderate facilitator acts as a “designated driver,” moving 
the conversation along without adding new interpretations or editorial comments; 
moderators that follow this approach allow the group to more effectively learn 
about opposing views (Beauvais and Baechtiger, 2016; Dillard 2013). By facilitat-
ing the sessions, moderators are able to ensure that all participants have an equal 
chance to contribute, that different perspectives are expressed, and that no 
deliberator(s) dominates the conversation (Asenbaum, 2016; Beauvais and 
Baechtiger, 2016; Dillard, 2013).

•• Synchronous chat allows real-time discussion on the topic. The design of the CGA 
setting alleviates the common concern that synchronous chat can lead to disorgan-
ized deliberations and low-quality argumentation.2 The single-issue focus with 
conversation organized around structured policy options ameliorates concerns 
about lack of coherence in the sessions. Likewise, the active moderator can direct 
the conversation to ensure that different strands of an argument are considered, 
even if they arrive out of sequence.

Data Derived from CGA Sessions
The sessions we analyze took place across a range of populations and were originally 
conducted by different research groups for a variety of purposes over a period of 3 years. 
Many of the online forums took place with university students; some were open sessions 
where sessions were advertised to mailing lists of groups like Kettering and NIFI, a few 
took place with recruited stakeholders by NGOs around a particular issue, and a number 
of sessions were recruited from the general populations of Idaho, North Carolina, and 
Ohio with samples recruited by professional survey companies.3 In the case of open and 
stakeholder sessions, participants self-selected into participation. For student sessions, 
participants were either offered extra credit, participated as part of a classroom exercise, 
or volunteered. The professional surveys tried to recruit a variety of participants (though 
they were not randomly selected) who were compensated for their participation with 
Amazon gift cards. Some participants in the open and student sessions participated in 
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more than one CGA during this time. About 31% reported participating in more than one 
session, with about 11% participating in four or more.

While analyzing data from such a variety of sources poses some challenges, we attempt 
to address these issues in several ways detailed below. As we are analyzing these data 
after the fact, we do not have experimental control over assignment to session by demo-
graphic characteristics. Participants were either assigned to a group based on availability 
or the time of their arrival (in the case where more than one session was being conducted 
in the same time slot). Sessions ran between 40 and 200 minutes.4 Pooling these online 
deliberations yields a total data set of 1609 participants nested in 275 sessions (with each 
session covering one of 20 topics, see section A3 of the Supplementary Information)—
this is considerably larger and more varied than many empirical studies of deliberation in 
the literature.5

The forums provide us with several layers of information to analyze “online voice” 
(in-session behavior) and satisfactions with the experience. First, we have the discussion 
posts by the participants. This includes both the number and content of the posts (which 
are automatically saved from the session, and identified by a unique User ID and Session 
ID). These provide our first set of dependent variables: the number of chats posted by a 
participant and the number of words contributed to the session by the participant. Second, 
we have the content of the statements themselves. The words chosen by the participants 
make up the next part of our analysis. Finally, we have the expressed preferences of the 
participants and the eventual CGA developed in the session, along with the participants’ 
expressed support for the common ground. We model satisfaction with the common 
ground, controlling for participants’ expressed preferences.

Demographic variables were generally collected prior to the beginning of a session. In 
some cases, the demographic variables were collected in post-session surveys, which we 
acquired where we could.6 Participants were asked to give their gender, age, and race. For 
gender, we create a dummy variable for analysis, where 1 indicates the participant is 
female and 0 indicates they are male. Age is an ordinal variable with four levels: under 
30, 31–45, 4665, and over 65. We set the under 30 group as our baseline. For the race vari-
able, participants were able to check one or more categories, or to input a category that 
was not mentioned. For ease of analysis, we converted this into a dummy variable where 
1 indicates the participant is non-white and 0 indicates they are white.

In terms of demographics across these sessions, as might be expected, given that many 
of these sessions were conducted in social science classrooms on college campuses, the 
sample skews young, white, and female (see Figure A1 of the Supplementary Information). 
Participants under 30 made up about 75% of the sample, white participants made up about 
64% of the sample, and women were about 65% of the participants. At the session level, 
the number of participants is constrained between 5 and 12, consistent with the defini-
tions of small-group deliberation offered by previous scholars (e.g. Karpowitz and 
Mendelberg, 2014), and consistent with our own experience of where CGAs are effective. 
The median size for the sessions was 8. For the models that follow, we also included the 
proportion of participants in a session that were female. Moderator gender was encoded 
based on the username, and session moderators were split approximately equally between 
female, male, and those who did not specify their gender with their name (e.g. “CGA”).

Because our data consist of individuals nested within deliberation sessions, we utilize 
multilevel models with a random effect for session, and session-level covariates (Gelman 
and Hill, 2006). This produces models of the form:
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At the individual level, Female  and Non white-  are indicator variables, and the age 
categories are indicator variables with those under 30 as the baseline. We also include a 
control for the individual’s initial deviation from the average preferences of the group, 
since being in the minority might affect behavior (Myers, 2017). At the session level, 
Femalemoderator  and Unspecified moderator  are indicator variables for the indicated 
gender of the moderator; Proportion female  is the scaled proportion of women in the 
session; N participants  is the scaled number of participants in the session; Education  is 
an indicator for whether the forum was conducted using university students; Stakeholders  
indicates if the forum involved community stakeholders in the issue; and Survey  indi-
cates the forum’s participants were recruited by a professional survey firm (Open  ses-
sions are the baseline). And ζ j  is the random deviation of session j ’s mean measurement 
from the overall mean. By assumption ζ φj N∼ ( , )0 . For the models of satisfaction with 
the common ground, we add an additional variable that is the proportion of the common 
ground for which the individual participant gave approval, ranging from none of their 
approved actions being included (0) to all of them being included (1), in order to ensure 
that estimates are not simply picking up satisfaction based on pre-existing preferences. 
We also include a session-level variable for the correlation between pre-session prefer-
ences, since the level of disagreement has been found to affect the quality of deliberation 
(Esterling et al., 2015; Zhang, 2019). To aid in convergence and to allow for more mean-
ingful visualization, we scale all the variables that are not already proportions or dummy 
variables by subtracting the mean and dividing by the standard deviation (Gelman and 
Hill, 2006).

Results

Online Voice: Rates of Participation
For rate of participation (Figure 2), we look at both the number of comments made by 
participants, and the total number of words they contributed to the session. By separating 
these two characteristics, we can note both differences in terms of likelihood of comment-
ing, as well as differences in overall levels of participation. This is important, as these can 
point to different dynamics (with some participants providing a large number of relatively 
short comments, and others providing fewer, longer comments). The left-hand side of 
Figure 2 shows the relationship between demographic group and the number of com-
ments offered during the session. We can see that women provide significantly fewer 
comments than men ( . )p < 0 0 , with an average of 8% fewer posted comments 
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per person. The graph also shows that non-white participants also tend to provide fewer 
comments ( . )p < 0 01 , with an average of 16% fewer posted comments. This is consistent 
across non-white racial categories (see section A9 of the Supplementary Information). 
Surprisingly, age seems to have a curvilinear effect. While the stereotype is that younger 
people are “digital native” and, therefore, more adaptive to technology, and the literature 
on other political activities suggests that older people participate more (Verba et al., 
1995), we find that those in the 31–64 age group post about 14%–17% more chats in these 
sessions ( . )p < 0 05 , with a steep falloff for those over 65 ( . )p < 0 01 , who post about 
15% fewer chats.

That said, looking at the number of words paints a slightly different picture. The right-
hand plot of Figure 2 demonstrates that the significant differences in chats based on gen-
der become insignificant, once we analyze the number of words posted in a session. Put 
differently, these results suggest that men and women differ more in terms of the type of 
participation than in the scale of participation, with women offering fewer, but longer 
posts. We observe a similar pattern among those under 31: the length of their posts brings 
them back in line with those in the 46–64 category in terms of overall participation 
(though they still lag somewhat relative to those in the 31–45 age range ( . )p < 0 1 , by 
about 8%). The two groups that still show a lack of participation by this metric are non-
white participants ( . ,p < 0 01  whose words typed in each session lag by about 17%) and 
those over 65 ( .p < 0 01 , who post about 24% fewer words).

Figure 3 introduces session-level factors, testing whether women are more likely to 
participate when there are more women involved, when they observe other women in 

Figure 2. Effect of Demographic Characteristics on Scale of Participation.
Effects are the estimated effect of membership in each demographic characteristic on the scaled log of par-
ticipation, with the 95% confidence intervals represented by the bars.
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moderator roles, or in certain types of sessions. While we are interested in a range of 
demographics, previous literature provides strong reasons to suspect that these factors 
will make a difference for gender participation (e.g. Karpowitz and Mendelberg, 2014). 
Although, empirical studies have produced mixed results, the literature on “critical mass 
theory” raises the possibility that women will participate more in sessions where they 
make up a higher proportion of the participants (Sarah and Mona, 2008). Similarly, there 
is some evidence to suggest that women in leadership roles empower other women to 
participate (Latu et al., 2013), raising the possibility that a female moderator will encour-
age more participation by women. The population from which participants are drawn may 
also influence the results, as sessions held in educational settings make it more likely for 
participants to know each other outside of the sessions. We evaluate possibilities by intro-
ducing cross-level interactions between participant gender and the proportion of partici-
pants who are female in the session, and between participant gender and whether 
moderator gender is identifiable as female.

Figure 3 displays differences in the expected number of words for each group at differ-
ent values of the interaction variables. The top two charts show the differences in chats 
and words between men and women, conditioned on whether the proportion of women in 

Figure 3. Effect of Session Characteristics on Female Participation.
The points denote the expected amount of participation (scaled and logged) when all other variables are 
held at their means, with the 95% confidence intervals represented by the bars.
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the session is high (3rd quartile) or low (1st quartile). For both chats and words, there is 
no statistically significant difference in the rate of participation, dependent on the propor-
tion of the session that is female. To the extent that we do notice a difference, both men 
and women seem to participate more when there are more women. In section A7 of the 
Supplementary Information, we test whether there is an effect of female majorities, find-
ing no significant differences.7 We also tested whether the number of non-white or over 
65 participants changed participation patterns for these groups in section A8 of the 
Supplementary Information, and again found no significant interactions.

In looking at the other session-level characteristic, we do notice significant differences 
between female and non-female moderators, but not necessarily in a way that we might 
expect. That is, instead of observing that women participate more when the moderator can 
be identified as female, we find that men participate less when the moderator is identified 
as female ( p < 0 05.  for chats and p < 0 10.  for words). In other words, we do observe 
that participation between genders is more equal with a female moderator, but the mecha-
nism that produces this result appears to be the suppressing of male participation rather 
than the boosting of female participation. We also do not find a statistically significant 
difference for either number of chats or words depending on the population from which 
session participants were drawn.8

Overall, we do find some substantial differences in participation between demographic 
groups. Non-white and participants over 65 participate in the sessions at a substantially 
lower rate. Women have about the same volume of participation overall and a female 
moderator encourages gender parity, but, surprisingly, this seems to be through lowering 
male participation instead of through increasing female participation.

Online Voice: The Content of Participation
We next examine how much of the discursive content of these sessions was stereotypi-
cally gendered, or could be stereotypically classified by another demographic category. 
To do this, we look at the words that distinguish different groups in these sessions using 
two different approaches. The first is a dictionary-based approach, where pre-existing 
word categories are compared across groups. The second is a machine learning approach, 
support vector machines (SVM), that uses the words of the participant to predict the gen-
der, race, and age of the participant.

For the dictionary-based approach, we leverage the dictionaries developed by 
Karpowitz and Mendelberg (2014) to measure the prevalence of “care” versus “financial” 
words; they found that women in their sessions used substantially more care words, while 
men used substantially more financial words. The care words dictionary is intended to 
capture discussion that relates to children, education, and health. The financial words 
dictionary is intended to capture discussion about money, wealth, and incentives. Both 
dictionaries stem from human coding about these categories and the words associated 
with them (see section A5 of the Supplementary Information). For the vast majority of 
session topics—poverty, the opioid crisis, immigration, criminal justice policy, and cli-
mate change—these dictionaries apply quite well. For some topics, like mass shootings, 
the dictionaries may not apply as well, but these are a very small minority of forums (see 
section A3 of the Supplementary Information).

Figure 4 presents the estimated relationship between demographic labels and the num-
ber of care and financial words used in participants’ statements. Unlike Karpowitz and 
Mendelberg (2014), we do not find differences in terms of the use of financial words. We 



78 Political Studies 69(1)

do, however, find a statistically significant difference between men and women in terms 
of the number of care words. Of course, we would be careful not to overstate the substan-
tive importance of this relationship: the findings suggest that women use about 0.8% 
more care words than men, which amounts to about 2.4 care words per session for an 
average participant (who uses 300 words in a session). While statistically significant—
and suggesting some differences in terms of rhetorical focus—it is not entirely clear that 
this difference represents a substantively meaningful difference in rhetoric. None of the 
other demographic categories (race, age) produced a statistically significant difference in 
terms of these dictionaries.

The limitation to the dictionary-based approach is that it requires a priori defining of 
categories. A more flexible method is to use machine learning to determine which words 
are best at predicting the classification of participants, a method that might mimic partici-
pants’ cognitive ability to classify comments by demographic category. We use SVM, 
which is a commonly used method in text classification. SVM is an extension of the sup-
port vector classifier, which maximizes the margin between observations from different 
classes within a chosen level of error—this error tolerance becomes a primary tuning 
parameter for the model. We utilize leave-one-out cross-validation to determine the ideal 
error tolerance. The sum of the errors in predicting the withheld observation produces the 
model’s cross-validation error, which is minimized to set the tuning parameters.9

The results in Tables A11–A13 (in the Supplementary Information) show that the 
model does have some success in distinguishing between demographic categories. A 
naive model, which always predicts the modal category (female, young, and white) will 
be correct 64.4% of the time for gender, 65.1% of the time for age, and 55.5% of the time 
for race. The SVM model is correct about 66.3% of the time for gender (95% confidence 
interval = [64.0%, 68.6%]), 79.5% of the time for age (95% confidence interval = [77.3%, 

Figure 4. Estimated Proportion of Care and Financial Words Used in Statements.
Estimated coefficient and 95% confidence interval of proportion of words in participant statements that are 
in each dictionary.
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81.6%]), and 67.6% of the time for race (95% confidence interval = [65.2%, 69.9%]). 
While not huge improvements, all but the gender differences are statistically significant 
at conventional levels, and the improvements in gender prediction are close to 
significant.

Looking at the words that are most important for classification in these models, we 
note some key differences, but the overall patterns of differences in discourse are not 
always clear (see Figure A4 of the Supplementary Information). In some cases, the differ-
ences between groups are very small—SVM is a highly non-linear statistical model, 
meaning it may capture some interactive effects that are difficult to capture as differences 
in proportions.

For gender, there are a few words that are particularly noteworthy. Women tend to state 
their agreement more, as indicated by their higher likelihood of using the word “agree.” 
Female participants were also more likely to talk about drawbacks and about being con-
flicted. Few other differences are very distinguishable from the proportional usage. For 
example, men used the word “tax” slightly more, but women used the word “businesses” 
slightly more. To be clear, we are careful about placing too much emphasis on the sub-
stantive impact of these results. The clearest difference, in the use of “agree,” amounts to 
1 more use of the word agree on average for a female participant versus a male partici-
pant. The implication of this is also unclear, as the correlation between female participa-
tion and the amount of common ground generated is weak.10

For age, there are some interesting (if not completely consistent) differences. From a 
style perspective, younger participants are more likely to employ an informal style of 
communication, with greater prevalence of words like “yeah.” Interestingly, they are 
more likely to emphasize “community” and “support.” They also show a greater interest 
in “taxes.” Older participants, by contrast, are more likely to emphasize “treatment” and 
“housing.” As with gender, none of the direct proportions are all that telling, with the larg-
est difference being the number of times younger people say “yeah.”

Finally, for race, we note that non-white participants are more likely to talk about 
“people,” “support,” and “community.” Like women, they are also more likely to “agree” 
during the sessions. However, as with gender we remain cautious about inferring too 
much substantive significance to these differences (they usually amount to only one addi-
tional use per session at most).

In sum, we are able to note differences between groups in the language they use in the 
sessions, but the substantive implications of these differences appear to be very small—
usually only one additional use per session.

Satisfaction with Outcomes
Finally, we turn our attention from what participants did in the deliberative sessions, to 
what they had to say about the ultimate outcomes of the CGAs. Figure 5 looks at how 
participants rated the final “common ground” produced in the forums. It shows that there 
are few meaningful differences between groups in terms of their satisfaction with the 
deliberative outcomes. Women and older participants are, on average, more satisfied, but 
these differences are not statistically significant. Non-white participants are the only 
group to show a significant difference in their level of satisfaction ( . )p < 0 05 , with them 
reporting significantly less satisfaction with outcomes relative to their white 
counterparts.
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Figure 6 graphs the interactions between gender and session-level characteristics (the 
proportion of female participants and whether the moderator was female; we also look at 
the level of female participation (words from female participants divided by total words)). 
The results suggest that these session-level variables can change the way that the genders 
perceive the experience. On the one hand, a female moderator appears to increase the 
satisfaction women report with the final outcome, although this effect does not quite 
reach standard levels of statistical significance. On the other hand, the amount of female 
participation does significantly impact the level of satisfaction expressed by the different 
genders ( p < 0 05. ), but, again, in a surprising manner. Greater female participation does 
not appear to impact women’s satisfaction with the common ground outcome, but again 
exerts a leveling effect by significantly reducing male satisfaction.

In terms of satisfaction with the outcomes of the session, these results suggest that 
non-white participants are generally less satisfied with the outcomes. Women are some-
what more satisfied when there is a female moderator, and, discouragingly, men are less 
satisfied as female participation increases.

Discussion
Looking across the three analyses, we see an intriguing (and mixed) set of results. In our 
analysis of participation in the CGAs, we did not replicate all the gender-based inequali-
ties observed in some previous studies (e.g. Karpowitz et al., 2012; Karpowitz and 
Mendelberg, 2014). Instead, we noted that female participants made fewer statements, 
but that their statements were longer, such that their total participation roughly equaled 
that of male participants. Although we cannot be certain, it would seem likely that this is 
a function of the text-based interface, which does not allow for interruption (a key factor 

Figure 5. Effect of Demographics on Satisfaction with Common Ground.
The points are the estimated effect of membership in each demographic characteristic on the satisfaction 
score given for the common ground created in the session, with the 95% confidence intervals represented 
by the bars.



Kennedy et al. 81

in explaining lower female participation in in-person events). While the CGA decision 
rules do not perfectly replicate those of previous studies, the numeric summaries on indi-
vidual issues and clear signal that disagreement is acceptable suggest that this result is not 
due to a view that inclusion and consensus is required (Karpowitz and Mendelberg, 2014). 
At the session level, we observed an interesting dynamic whereby female moderators 
seem to introduce gender-equality by suppressing male participation. While we could not 
conduct a similar analysis by the race of the moderator, both because a number of mod-
erators used non-specific aliases and, at least for the sessions where we know the modera-
tor’s race, the moderators were predominately white, future research should make an 
effort to evaluate the effect of recruiting more racially diverse moderators.

On a more problematic note, we did see inequalities emerge based on age and race. 
Like the gender dynamics, we noted qualitative differences among younger respondents 
compared to other age groups—they offered fewer but longer comments than those 31–
64. Those over the age of 65 also offered fewer chats, and their chats tended to be shorter 
than those in all other age groups. This supports the hypothesis that age-related biases run 
counter to traditional forms of political participation like voting and campaign contribu-
tions, where older Americans are more likely to actively participate (Verba et al., 1995). 
Likewise, we did find persistent differences between white and non-white participants, 
with non-white participants participating less by all metrics analyzed.

With respect to the content of communication, we did find some differences that fit 
previous literature and conventional wisdom. For example, female participants were 
more likely to use care words in the sessions, but they were no less likely to use financial 
words. That said, the whole of the evidence for demographic differences based on what 

Figure 6. Interaction Between Demographics and Session Characteristics on Satisfaction with 
Common Ground.
In these charts, the points denote the expected satisfaction when all other variables are held at their means, 
with the 95% confidence intervals represented by the bars.
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was said in the CGAs is fairly weak. Substantive differences between men and women 
were small, and differences in more general word usage based on other demographic 
characteristics appeared small, and only emerged after the application of a very non- 
linear model. Thus, while we do find some differences that fit with traditional demo-
graphic stereotypes, our results seem more in line with previous works highlighting the 
context-dependency of language—observed differences are not always meaningful (e.g. 
Bradley, 1981; Weatherall, 2002). The results from our machine learning algorithms and 
linguistic dictionaries seem to back up the conclusions of Newman et al. (2008: 229–230) 
on gendered language, who reviewed a range of studies and approaches to gender clas-
sification: the differences in language usage are “in the range generally considered small” 
and “[t]he fact that we are confronted with these differences every day yet fail to notice 
them highlights the degree to which they are part of everyday life.” In analyzing tran-
scripts we do find some evidence of differences, but we would be hard pressed to call 
these substantively meaningful. With this said, our work is just a starting place, with a 
number of methods for detecting specific differences in use of fuzzy qualifiers, political 
sophistication (Benoit et al., 2019), and complex thinking (Erisen et al., 2018) that might 
be usefully applied in the study of political demographic differences. Findings may also 
differ between formal and informal settings, a pattern already noticed in computational 
linguistics (Newman et al., 2008).

Finally, there are some intriguing differences in satisfaction with session outcomes. 
Non-white participants seem to be less satisfied with the overall outcomes than their 
white counterparts, while male participants seem to be less satisfied with the outcome 
when women participate at higher rates. For now, we can only speculate as to why these 
differences emerge—they suggest important and potentially fruitful avenues for future 
research.

Conclusion
Our analysis of CGA sessions represents, by an order of magnitude, the largest analysis 
of online deliberative behavior yet conducted, and identifies some differences in “voice” 
and experience across demographic characteristics. From a normative perspective, the 
results contain good and bad news, for while gender differences were mostly muted, other 
consistencies emerged between minority treatment in conventional political participation 
(e.g. Verba et al., 1995) and online deliberation. While additional studies are needed 
before we should draw definitive lessons, the results do underscore the fact that designers 
of online systems cannot assume equality of experience by taking people out of the room 
and putting them in an online environment (even with a state-of-the-art platform that is 
set to minimize demographic cues and social pressure, eliminate interruption, introduce 
organization, and assist with moderator duties). Moreover, the results hint at some addi-
tional factors, such as men’s response to greater female participation that must be 
addressed within a broader social context.

While our analysis points to several challenges, it is a far cry from suggesting—as 
some scholars have (e.g. Sunstein, 2006)—that the deliberation project is futile. Indeed, 
we view the glass as “half-full.” Online deliberation appears to have just as many benefits 
as drawbacks. Substantively, our findings can be taken to mean that, to the extent that 
there are differences in in-person deliberation, online deliberation may help to erase some 
of those differences. And, it is likely that with further design enhancements, broadened 
access to online participation, and increasing public familiarity with various interfaces, 
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online deliberation could reduce societal inequities further. Moreover, as with other forms 
of participation, awareness of problems is key to explicitly addressing them (Neblo et al., 
2018). In the end, this study provides a starting place for further exploration into the 
design and deployment of online deliberation platforms. We urge practitioners of delib-
eration to take these findings and use them to address these (and other) issues.

Future research should look into the impacts of providing versus withholding demo-
graphic cues, the dynamics of online text versus online speech, and incorporate a broader 
range of attitudinal and demographic characteristics in their data collection and analysis. 
Online deliberation also opens opportunities for the strategic use of random assignment 
to explore these options and boost internal validity. While not a panacea, the opportunities 
afforded by online deliberation are manifold. The Internet is now inextricably linked to 
the democratic project, and the latter will be strengthened by designing more effective 
ways to bring people together online.
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Notes
 1. A more comprehensive discussion of the design of the CGA platform can be found in Gastil (2016). For a 

video of how this works, the interested reader can go to https://www.nifi.org/en/common-ground-action.
 2. Stromer-Galley et al. (2015) and Weger and Aakhus (2003) argue that synchronous chat, where partici-

pants can simultaneously comment and their contributions are added to a running transcript of the conver-
sation, may limit the coherence of discussion and make it more difficult to explore areas of disagreement. 
In this format, comments on any given topic or question may appear several lines apart, requiring partici-
pants to “sift through several lines of dialogue in order to find messages . . . relevant to their discussion,” 
and making it difficult to sustain focus on particular points of interest or disagreement (Weger and Aakhus, 
2003).
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 3. See section A2 of the Supplementary Information for details of participant profiles and research purposes. 
The professional samples were recruited by Qualtrics and Naviscent.

 4. Some sessions ran longer or shorter than these thresholds, but were excluded because they were quite rare 
and had unusual characteristics (e.g. they fell below the threshold of participants set by the researcher and 
were cut short or there were technical problems).

 5. Indeed, much of the evidence regarding disparities in group participation has come from work look-
ing at a relatively small number of sessions, and often covering a single topic. For example, Karpowitz 
et al. (2012) had 470 student participants in 94 sessions discussing policies for redistribution, with some 
analyses using less than 20 sessions. Neblo et al. (2018) had 394 participants in 20 online sessions with 
Members of Congress (discussing immigration policy). To be clear, we do not mention these comparisons 
to be critical of these authors’ decisions and designs (which were made for a variety of reasons, and offer 
different contributions). Rather, we would simply point out that having a smaller number of sessions in 
a given study poses power problems for estimating the impact of demographic characteristics, especially 
when testing whether patterns of participation vary by session-level characteristics.

 6. These post-session surveys also collected other demographic variables, but they only covered 22% of the 
participants. We also explored inferring gender, race and age using participants’ screen names, but did not 
incorporate this into our analysis, since doing so would introduce substantial noise with little increase in 
sample size.

 7. Unlike Karpowitz and Mendelberg (2014), who analyze experimental evidence, we exploit observed vari-
ation in gender mix across CGA sessions. Thus, we do not claim to attempt a direct replication of their 
study. That said, there was considerable variation in the mix of genders by session, with more than 30 
sessions populated exclusively by women and almost 50 in which women were in the minority.

 8. In section A11 of the Supplementary Information, we split the population between educational and non-
educational settings. The results for gender are substantively consistent across groups, and the finding 
on race varies only in terms of magnitude. The age finding does differ, which is not surprising, given 
that three-fourth of our over 65 participants are from non-educational settings. The observed effect for 
31–45-year-olds is primarily present in the educational groups, while the over 65 results are primarily 
driven by the non-education setting sessions.

 9. This approach is the same as that recommended by Hainmueller and Hazlett (2014). We utilized the auto-
mated tuning algorithm from the caret package in R to set the tuning parameters based on leave-one-out 
errors (Kuhn, 2008). A more comprehensive explanation of these methods is available in section A6 of the 
Supplementary Information. In our application, SVM outperforms a common alternative learner (naive 
Bayes, see section A6 of the Supplementary Information).

10. The correlation between the percentage of participants who are female and the percentage of actions in the 
final common ground is r = −0 089. , while the correlation for the percentage of total words that come 
from female participants is r = 0 0007. .
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